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Résumé

La reconnaissance de 1’expression faciale (FER) est un domaine de recherche qui
consiste a classer les émotions humaines a travers les expressions de leur visage comme
l'une des sept émotions de base : bonheur, tristesse, peur, dégofit, colere, surprise et
neutre. FER trouve des applications dans différents domaines, notamment la sécurité,
I'interaction homme-machine intelligente, la robotique et la médecine clinique pour
I'autisme, la dépression, la douleur et les problemes de santé mentale. FER est un prob-
leme tres difficile en raison des différences subtiles qui existent entre ses catégories. En
effet, la différence dans les catégories d’expressions faciales repose sur de petites zones
subtiles dans les images faciales comme la bouche, les sourcils. Ce type de probleme est
connu, au sein de la communauté de la vision par ordinateur, sous le nom de recon-
naissance a grain fin. Il consiste en des catégories discriminantes qui étaient auparavant
considérées comme une seule catégorie et qui ne présentent que de petites différences
visuelles subtiles (ex. espéces d’oiseaux, modeles de voitures. . . etc.).

Avec la résurgence des techniques d’apprentissage en profondeur, la communauté
de la vision par ordinateur a connu une ére de résultats florissants. L'une des tech-
niques d’apprentissage en profondeur les plus utilisées sont les réseaux de neurones
convolutifs (CNN) qui ont connu un énorme succés dans ce domaine. Cependant, dans
la reconnaissance a grain fin, les CNN ne fonctionnent pas aussi bien que la classifica-
tion d’image habituelle. Nous pensons que cela est di a la fonction de noyau linéaire
sur laquelle les CNN sont construits. Les fonctions de noyau linéaires sont moins dis-
criminantes et ne correspondent pas aux données d’entrée. Surtout lorsque les données
ne sont pas linéairement séparables. Pour surmonter ce probléme, nous avons incor-
poré des fonctions plus complexes dans CNN, au lieu de simples fonctions linéaires,
a différents niveaux. Ces fonctions de noyau non linéaires sont capables d’ajuster des
données d’entrée plus complexes que la fonction de noyau linéaire et donc d’étre plus
discriminantes. Ces méthodes ont également 1’avantage d’étre moins consommatrices
de mémoire, méme si elles sont plus difficiles a apprendre.

Au niveau de la mise en commun, nous avons d’abord proposé d’utiliser la mise
en commun bilinéaire et bilinéaire améliorée avec les CNN pour le FER. Ce cadre a été
évalué pour les ensembles de données FER et a montré que 1'utilisation de la mise en
commun bilinéaire et améliorée avec les CNN peut améliorer la précision globale a pres
de 3% pour le FER et obtenir des résultats de pointe. Nous avons également introduit
une couche de regroupement plus sensible a la distorsion du filtre basée sur les fonctions
du noyau. La mise en commun proposée réduit les dimensions de la carte d’entités tout
en gardant une trace de la majorité des informations transmises a la couche suivante
au lieu d’en ignorer une partie. Les expériences sur les bases de données FER démon-
trent les avantages d"une telle couche et montrent que notre modéle atteint des résultats
compétitifs par rapport aux approches de l'état de I’art. Au niveau des couches entiere-

ment connectées, nous avons proposé une couche dense noyautée (KDL) qui capture les
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interactions d’entités d’ordre supérieur au lieu des relations linéaires conventionnelles.
Les résultats expérimentaux démontrent les avantages d'une telle couche et montrent
que notre modele atteint des résultats compétitifs par rapport aux approches de I'état
de l'art sur les jeux de données FER.

Pour améliorer encore les performances des CNN, nous avons étudié 1'utilisation
des fonctions du noyau aux différentes couches de ce dernier. Nous avons mené des
études approfondies sur leur impact sur les couches convolutionnelles, de mise en com-
mun et entierement connectées. Nous remarquons que le noyau linéaire peut ne pas
étre suffisamment efficace pour s’adapter aux distributions de données d’entrée, alors
que les noyaux d’ordre élevé sont sujets a un surajustement. Cela conduit a conclure
qu'un compromis entre complexité et performance doit étre atteint. Nous avons utilisé
des combinaisons de nos méthodes précédemment proposées sur plusieurs ensembles
de données. Les expériences sur des ensembles de données de classification convention-
nels, c’est-a-dire MINIST, FASHION-MNIST et CIFAR-10, montrent que les techniques
proposées améliorent les performances du réseau par rapport a la convolution classique,
au regroupement et aux couches entierement connectées. De plus, des expériences sur
la classification fine, c’est-a-dire les bases de données FER, ont démontré que le pouvoir
discriminatif du réseau est renforcé puisque les techniques proposées améliorent la prise
de conscience des légers détails visuels et permettent au réseau d’atteindre des résultats
de pointe.

L’étude approfondie décrite ci-dessus nous a amenés a conclure que ni les noyaux
linéaires ni non linéaires ne sont suffisants pour atteindre les meilleures performances
sans sur-ajustement. Ainsi, une combinaison de ces méthodes doit étre utilisée pour
atteindre les meilleurs résultats. Par conséquent, nous avons proposé une méthode de
combinaison, basée sur le modele CNN amélioré par noyau. Notre méthode améliore
les performances d'un CNN sans augmenter ni sa profondeur ni sa largeur. Il con-
siste a développer la fonction noyau linéaire, utilisée a différents niveaux d'un CNN.
L’expansion est effectuée en combinant plusieurs noyaux polynomiaux avec des de-
grés différents. Ce faisant, nous permettons au réseau d’apprendre automatiquement le
noyau approprié pour la tache cible spécifique. Le réseau peut soit utiliser un noyau
spécifique, soit une combinaison de plusieurs noyaux. Dans ce dernier cas, nous aurons
un noyau sous la forme d’un noyau en série de Taylor. Cette fonction noyau est plus
sensible aux détails subtils que la fonction linéaire et est capable de mieux s’adapter
aux données d’entrée. La sensibilité aux détails visuels subtils est un facteur clé pour
une meilleure reconnaissance des expressions faciales. De plus, cette méthode utilise le
méme nombre de paramétres quune couche de convolution ou qu'une couche dense.
Les expériences menées sur les jeux de données FER montrent que 1'utilisation de notre
méthode permet au réseau de surpasser les CNN ordinaires.

mots-clés: reconnaissance des expressions faciales ; Reconnaissance fine; Fonction

noyau ; L’apprentissage en profondeur.



Abstract

Facial expression recognition (FER) is a research area that consists of classifying
human emotions through the expressions on their faces as one of seven basic emotions:
happiness, sadness, fear, disgust, anger, surprise, and neutral. FER finds applications in
different fields including security, intelligent human-computer interaction, robotics, and
clinical medicine for autism, depression, pain, and mental health problems. FER is a
very challenging problem due to the subtle differences that exist between its categories.
Indeed, the difference in facial expression categories relies on small subtle areas in the
facial images like the mouth, eyebrows. This type of problem is known, within the
computer vision community as Fine-Grained recognition. It consists of discriminating
categories that were considered previously as a single category and have only small
subtle visual differences (e.g. bird species, car models. . . etc.).

With the resurgence of deep learning techniques, the computer vision community
has witnessed an era of blossoming results. One of the most used deep learning tech-
niques are Convolutional Neural Networks (CNNs) which have been extremely success-
ful in that field. However, in fine-grained recognition CNNs do not perform as well as
the usual image classification. We believe this is due to the linear kernel function that
CNN s are built on. Linear kernel functions are less discriminative and fails to fit the in-
put data. Especially when the data is not linearly separable. To overcome this issue, we
have incorporated more complex functions in CNN, instead of simple linear functions,
at different levels. These non-linear kernel functions are able to fit more complex input
data than the linear kernel function and thus be more discriminative. These methods
also have the benefits of being less memory-consuming, even though they are harder to
train.

At the pooling level, we first proposed to use bilinear and improved bilinear pool-
ing with CNNs for FER. This framework has been evaluated FER datasets and has
shown that the use of bilinear and improved bilinear pooling with CNNs can en-
hance the overall accuracy to nearly 3% for FER and achieve state-of-the-art results.
We have also introduced a more filter distortion-aware pooling layer based on kernel
functions. The proposed pooling reduces the feature map dimensions while keeping
track of the majority of the information fed to the next layer instead of ignoring part
of them. The experiments on FER databases demonstrate the benefits of such a layer
and show that our model achieves competitive results with respect to state-of-the-art
approaches. At the fully connected layers level, we proposed a Kernelized Dense Layer
(KDL) which captures higher-order feature interactions instead of conventional linear re-
lations. The experimental results demonstrate the benefits of such a layer and show that
our model achieves competitive results with respect to the state-of-the-art approaches
on FER datasets.

To further improve CNNs performance, we investigated the usage of kernel func-
tions at the different layers of the latter. We carried out extensive studies of their impact
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on convolutional, pooling, and fully-connected layers. We notice that the linear kernel
may not be sufficiently effective to fit the input data distributions, whereas high or-
der kernels are prone to over-fitting. This leads to conclude that a trade-off between
complexity and performance should be reached. We have used combinations of our pre-
viously proposed methods on several datasets. The experiments on conventional classi-
fication datasets i.e. MNIST, FASHION-MNIST, and CIFAR-10, show that the proposed
techniques improve the performance of the network compared to classical convolution,
pooling, and fully connected layers. Moreover, experiments on fine-grained classification
i.e. FER databases demonstrated that the discriminative power of the network is boosted
since the proposed techniques improve the awareness to slight visual details and allow
the network to reach state-of-the-art results.

The extensive study described above led us to conclude that neither linear nor non-
linear kernels are sufficient enough to reach the best performance without over-fitting.
Thus a combination of these methods must be used to reach the best results. There-
fore, we proposed a combination method, based on kernel enhanced CNN model. Our
method improves the performance of a CNN without increasing neither its depth nor
its width. It consists of expanding the linear kernel function, used at different levels of
a CNN. The expansion is performed by combining multiple polynomial kernels with
different degrees. By doing so, we allow the network to automatically learn the suitable
kernel for the specific target task. The network can either use one specific kernel or a
combination of multiple kernels. In the latter case, we will have a kernel in the form
of a Taylor series kernel. This kernel function is more sensitive to subtle details than
the linear one and is able to better fit the input data. The sensitivity to subtle visual
details is a key factor for better facial expression recognition. Furthermore, this method
uses the same number of parameters as a convolution layer or a dense layer. The exper-
iments conducted on FER datasets show that the use of our method allows the network
to outperform ordinary CNNSs.

keywords: Facial expression recognition; Fine-grained recognition; Kernel function;

Deep learning.
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0.1

INTRODUCTION

ScoPE AND OVERVIEW

In recent years, machine learning has become more and more popular in research and
has been incorporated in a large number of applications, including multimedia concept
retrieval, image classification, video recommendation, social network analysis, text min-
ing, and so forth. Among various machine-learning algorithms, “deep learning,” also
known as representation learning [Deng, 2014], is widely used in these applications. The
explosive growth and availability of data and the remarkable advancement in hardware
technologies have led to the emergence of newstudies in distributed and deep learning.
Deep learning, which has its roots from conventional neural networks, significantly out-
performs its predecessors. It utilizes graph technologies with transformations among
neurons to develop many-layered learning models. Many of the latest deep learning
techniques have been presented and have demonstrated promising results across dif-
ferent kinds of applications such as Natural Language Processing (NLP), visual data
processing, speech and audio processing, and many other well-known applications [Yan
u.a., 2017; 2015]

One of the most used deep learning techniques are Convolutional Neural Networks
(CNNs) which have been extremely successful in computer vision applications. They
showed to perform very competitive results while linear operations are used at different
layers of the network. Linear functions are efficient, particularly, when the original data
is linearly separable, which should have, in general, a high dimensional representation.
In such a case, the decision boundary can be representable as a linear combination of
the original features. It is worth noting that not every high dimensional problems are
linearly separable [Robert, 2014]. For instance, images may have a high dimensional
representation, but individual pixels are not very informative. Moreover, taking in con-
sideration only small regions of the image, dramatically reduces their dimension, which
makes linear functions less sensitive to subtle changes in input data. Researchers are
trying to overcome this problem by either increasing the network size or by employing
more complex functions. In the first case, researchers are continuously trying to enhance
CNN s by increasing their depth (number of layers) or width (size of the output of each
layer). Even though by doing so the performance of the network is effectively enhanced,
it can not be a longstanding solution. Indeed, these methods drastically increase the
number of weights and the network complexity. Therefore, the resulting models can

only be used on powerful devices. In the second case, the focus is more on computa-
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tion. Many researchers incorporated more complex kernel functions in CNN, instead of
simple linear functions, at different levels. These methods have the benefits of being less
memory consuming, even though they are harder to train.

Kernel methods are a class of algorithms for pattern analysis or recognition, whose
best known element is the support vector machine (SVM). The general task of pattern
analysis is to find and study general types of relations (such as clusters, rankings, princi-
pal components, correlations, classifications) in general types of data (such as sequences,
text documents, sets of points, vectors, images, graphs, etc). The intuition behind is to
make the underlying linear kernel operates on higher dimensional feature map so that
it becomes more discriminative. In other words, instead of running a linear classifier
directly on feature, they are first mapped to a higher-dimensional Reproducing Kernel
Hilbert Space (RKHS) using a positive definite kernel function. For certain kernel func-
tions, the RKHS can even be infinite dimensional. A linear classifier is then run on this
high-dimensional RKHS. Since the dimensionality of the feature vectors is dramatically
increased via this mapping, a linear classifier in the RKHS corresponds to a powerful
nonlinear classifier in the original feature vector space. Such a classifier is capable of
learning more complex patterns than a linear classifier directly operating on the feature
vectors.

This great success encouraged the computer vision community to tackle more chal-
lenging tasks in this field. One of these challenging tasks is the fine-grained recognition.
It consists of discriminating categories that were considered previously as a single cat-
egory and have only small subtle visual differences(e.g. bird species). Facial expression
recognition is considered one of most challenging fine-grained recognition problems.
Indeed, the difference in facial expression categories relies on small subtle areas in the
facial images like the mouth, eyebrows and the noise. To overcome this issue, facial ex-
pression recognition systems must be able to recognise this subtle differences efficiently.
We believe that incorporating non-linear kernel functions at different level of a CNN can
enhance the discriminative power of the later. Hence, it will be more accurate on image
classification task. Moreover, it can perform well on fine-grained visual classification

tasks like facial expression recognition.

OUTLINE OF THE THESIS

Our thesis start with an introduction in which the scope of our study is briefly defined. It
also sheds light on the intuition behind the research path we have chosen, the different
techniques involved and purpose of choosing a specific case of study. After that, the
outline of the remaining chapters of the thesis is given.

Chapter 1 sheds lights on the important concept related to our field of study. First
of all, We detail this new emergent domain in artificial intelligence called Deep Learn-
ing, review the most important models, framework and its different application fields.

Second, we give a brief overview about kernel methods. This overview covers the math-
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ematical basics that the kernel methods rely on. It also explains the construction steps of
kernels, the important concept of the kernel trick, and enumerate some well known ker-
nel functions. Since our work is centred around the incorporation of kernel methods in
deep learning networks. Among the deep learning models, our research focused specif-
ically on convolutional neural networks (CNN). Therefore, the later is more detailed
than other models. Finally, our case of study: facial expression recognition is defined
and some important study in this field are also illustrated.

Chapter 2 presents some techniques that were used to improve the CNN perfor-
mance on fine-grained visual tasks. This accuracy enhancement brought in multiple vi-
sual tasks, shows that their is still room for improvement for CNNs on FER. In this chap-
ter, we propose to use bilinear and improved bilinear pooling with CNNs for FER. This
framework has been evaluated on three well known datasets, namely ExpW, FER2013
and RAF-DB. It has shown that the use of bilinear and improved bilinear pooling with
CNN s can enhance the overall accuracy to nearly 3% for FER and achieve state-of-the-art
results.

Chapter 3 introduce one of our major contribution. It consists of a more filter dis-
tortion aware pooling layer based on kernel functions. The proposed pooling reduces
the feature map dimensions while keeping track of the majority of the information fed
to the next layer instead of ignoring part of them. The experiments on RAF, FER2013
and ExpW databases demonstrate the benefits of such layer and show that our model
achieves competitive results with respect to the state-of-the-art approaches.

Chapter 4 also introduce an innovative work that is similar to the precedent chap-
ter, yet focuses on the fully connected layer of Convolutional Neural Networks. This
method is called Kernelized Dense Layer (KDL) which captures higher order feature
interactions instead of conventional linear relations. We apply this method to Facial Ex-
pression Recognition (FER) and evaluate its performance on RAF, FER2013 and ExpW
datasets. The experimental results demonstrate the benefits of such layer and show that
our model achieves competitive results with respect to the state-of-the-art approaches.

Chapter 5 investigates the usage of kernel functions at the different layers in a con-
volutional neural network. We carry out extensive studies of their impact on convo-
lutional, pooling and fully-connected layers. We notice that the linear kernel may not
be sufficiently effective to fit the input data distributions, whereas high order kernels
prone to over-fitting. This leads to conclude that a trade-off between complexity and
performance should be reached. We show how one can effectively leverage kernel func-
tions, by using our proposed pooling layers (chapter 3) and the proposed Kernelized
Dense Layers (chapter 4). The experiments on conventional classification datasets i.e.
MNIST, FASHION-MNIST and CIFAR-10, show that the proposed techniques improve
the performance of the network compared to classical convolution, pooling and fully
connected layers. Moreover, experiments on fine-grained classification i.e. facial expres-
sion databases, namely RAF-DB, FER2013 and ExpW demonstrate that the discrimina-
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tive power of the network is boosted, since the proposed techniques improve the aware-
ness to slight visual details and allows the network reaching state-of-the-art results.

Chapter 6 introduces a Facial Expression Recognition (FER) method, based on ker-
nel enhanced CNN model. Our method improves the performance of a CNN without
increasing its depth nor its width. It consists of expanding the linear kernel function,
used at different levels of a CNN. The expansion is performed by combining multiple
polynomial kernels with different degrees. By doing so, we allow the network to auto-
matically learn the suitable kernel for the specific target task. The network can either
uses one specific kernel or a combination of multiple kernels. In the latter case we will
have a kernel in the form of a Taylor series kernel. This kernel function is more sensitive
to subtle details than the linear one and is able to better fit the input data. The sensi-
tivity to subtle visual details is a key factor for a better facial expression recognition.
Furthermore, this method uses the same number of parameters as a convolution layer
or a dense layer. The experiments conducted on FER datasets show that the use of our
method allows the network to outperform ordinary CNNS.

Finally, a general conclusion concludes our thesis. It summarizes all the important
findings we reached in our different contributions. It also point out the different chal-
lenges we discovered trough our research and some of which we could not overcome.
Nevertheless, these non fixed challenges, consist the basics of our future work. The later
are illustrated at the end of the general conclusion.
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THis chapter sheds lights on the important concept related to our field of study. First
of all, We detail this new emergent domain in artificial intelligence called deep
learning, review the most important models, framework and its different application
fields. Second, we give a brief overview about kernel methods. This overview covers the
mathematical basics that the kernel methods rely on. It also explains the construction
steps of kernels, the important concept of the kernel trick, and enumerate some well
known kernel functions. Since our work is centred around the incorporation of kernel
methods in deep learning networks. Among the deep learning models, our research
focused specifically on convolutional neural networks (CNN). Therefore, the later is
more detailed than other models. Finally, our case of study: facial expression recognition

is defined and some important study in this field are also illustrated.
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Chapter 1. Literature Review

DEEP LEARNING

In recent years, machine learning has become more and more popular in research and
has been incorporated in a large number of applications, including multimedia concept
retrieval, image classification, video recommendation, social network analysis, text min-
ing, and so forth. Among various machine-learning algorithms, “deep learning,” also
known as representation learning [Deng, 2014], is widely used in these applications. The
explosive growth and availability of data and the remarkable advancement in hardware
technologies have led to the emergence of new studies in distributed and deep learning.
Deep learning, which has its roots from conventional neural networks, significantly out-
performs its predecessors. It utilizes graph technologies with transformations among
neurons to develop many-layered learning models. Many of the latest deep learning
techniques have been presented and have demonstrated promising results across dif-
ferent kinds of applications such as Natural Language Processing (NLP), visual data
processing, speech and audio processing, and many other well-known applications [Yan
u.a., 2017; 2015]

Traditionally, the efficiency of machine-learning algorithms highly relied on the
goodness of the representation of the input data. A bad data representation often leads
to lower performance compared to a good data representation. Therefore, feature engi-
neering has been an important research direction in machine learning for a long time,
which focuses on building features from raw data and has led to lots of research studies.
Furthermore, feature engineering is often very domain specific and requires significant
human effort. For example, in computer vision, different kinds of features have been
proposed and compared, including Histogram of Oriented Gradients (HOG) [Dalal und
Triggs, 2005], Scale Invariant Feature Transform (SIFT) [Lowe, 1999], and Bag of Words
(BoW). Once a new feature is proposed and performs well, it becomes a trend for years.
Similar situations have happened in other domains including speech recognition and
NLP.

Comparatively, deep learning algorithms perform feature extraction in an automated
way, which allows researchers to extract discriminative features with minimal domain
knowledge and human effort [Najafabadi u. a., 2015]. These algorithms include a layered
architecture of data representation, where the high-level features can be extracted from
the last layers of the networks while the low-level features are extracted from the lower
layers. These kinds of architectures were originally inspired by Artificial Intelligence
(AI) simulating its process of the key sensorial areas in the human brain. Our brains can
automatically extract data representation from different scenes. The input is the scene
information received from eyes, while the output is the classified objects. This highlights
the major advantage of deep learning—i.e., it mimics how the human brain works.
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1.1.1  Deep learning networks

In this section, several popular deep learning networks such as recurrent neural net-
work(RNN), convolutional neural network (CNN), and deep generative models are dis-
cussed. However, since deep learning has been growing very fast, many new networks

and new architectures appear every few months, which is out of the scope of this Thesis.

Convolutional Neural Network (CNN)

CNN is also a popular and widely used algorithm in deep learning [LeCun u.a., 1995].
It has been extensively applied in different applications such as NLP [Wang u. a., 2016],
speech processing [Dahl u.a., 2011], and computer vision [Krizhevsky u.a., 2012], to
name a few. Similar to the traditional neural networks, its structure is inspired by the
neurons in animal and human brains. Specifically, it simulates the visual cortex in a cat’s
brain containing a complex sequence of cells [Hubel und Wiesel, 1962]. As described
in [Goodfellow u. a., 2016], CNN has three main advantages, namely, parameter sharing,
sparse interactions, and equivalent representations. To fully utilize the twodimensional
structure of an input data (e.g., image signal), local connections and shared weights in
the network are utilized, instead of traditional fully connected networks. This process
results in very fewer parameters, which makes the network faster and easier to train.
This operation is similar to the one in the visual cortex cells. These cells are sensitive to
small sections of a scene rather than the whole scene. In other words, the cells operate
as local filters over the input and extract spatially local correlation existing in the data.
In typical CNNs, there are a number of convolutional layers followed by pooling
(subsampling) layers, and in the final stage layers, fully connected layers (identical to
Multilayer Perceptron (MLP)) are usually used. The layers in CNNs have the inputs x
arranged in three dimensions, W x H x C, wherem refers to the height and width of the
input, and C refers to the depth or the channel numbers (e.g., C = 3 for an RGB image).

1. Convolution layer: In each convolutional layer, there are several filters (kernels)
k of size n x n x q. Here, n should be smaller than the input image, but g can
be either smaller or the same size as C . As mentioned earlier, the filters are the
base of local connections that are convolved with the input and share the same
parameters (weight W and bias b ) to generate k feature maps (h* ). Similar to
MLP, the convolutional layer computes a dot product between the weights and
its inputs (as illustrated in Equation 1.1), but the inputs are small regions of the
original input volume (Fig 1.1). Then, an activation function f or a nonlinearity is

applied to the output of the convolutional layers:

WK = F(WF % x + bY) (1.1)




Chapter 1. Literature Review

Input Kernel
4|2
3 (1

NG AN

v

Gutout|16]22[28
42(37|38
49|47|51

Figure 1.1 — Convolution layer with a kernel of size 2 x 2.

2. Pooling layer: Thereafter, in the subsampling layers, each feature map is down-
sampled to decrease the parameters in the network, speeds up the training pro-
cess, and hence controls overfitting. The pooling operation (e.g., average or max)
is done over a p x p (where p is the filter size) contiguous region for all feature

maps (Fig 1.2).
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Figure 1.2 — The Max pooling method keeps only the maximum values over the channel axis. Average
pooling work in a similar manner, yet instead of keeping the maximum value it computes the average.

3. Fully connected layers: Finally, the final stage layers are usually fully connected
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as seen in the regular neural networks. These layers take previous low-level and
midlevel features and generate the high-level abstraction from the data. The last
layer can be used to generate the classification scores, where each score is the
probability of a certain class for a given instance.

In recent years, we have witnessed the birth of numerous CNNs. These networks
have gotten so deep that it has become extremely difficult to visualise the entire model.
We stop keeping track of them and treat them as black-box models. In the following we

will present some of the most popular CNN architecture.

1. LeNet: is the most popular CNN architecture it is also the first CNN model which
came in the year 1998 [LeCun u.a., 2015a]. LeNet was originally developed to
categorise handwritten digits from o—9 of the MNIST Dataset. It is made up of
seven layers, each with its own set of trainable parameters. It accepts a 32 x 32
pixel picture, which is rather huge in comparison to the images in the data sets

used to train the network. RELU is the activation function that has been used.

2. AlexNet: Starting with an 11x11 kernel, Alexnet [Krizhevsky u.a., 2012] is built
up of 5 conv layers. For the three massive linear layers, it was the first design to
use max-pooling layers, ReLu activation functions, and dropout. The network was
used to classify images into 1000 different categories. The network is similar to
the LeNet Architecture, but it includes a lot more filters than the original LeNet,
allowing it to categorise a lot more objects. Furthermore, it deals with overfitting
by using "dropout" rather than regularisation. Two GPUs were used to train the
initial network. It contains eight layers, each with its own set of settings that may
be learned. RGB photos are used as input to the Model. Relu is the activation
function utilised in all levels. Two Dropout layers were employed. Softmax is the

activation function utilised in the output layer.

3. GoogleNet / Inception: The ILSVRC 2014 competition was won by the
GoogleNet [Szegedy u.a., 2015] or Inception Network, which had a top-5 er-
ror rate of 6.67 percent, which was virtually human level performance. Google
created the model, which incorporates an improved implementation of the origi-
nal LeNet design. This is based on the inception module concept. GoogLeNet is a
variation of the Inception Network, which is a 22-layer deep convolutional neural
network. GoogLeNet is now utilised for a variety of computer vision applications,
including face detection and identification, adversarial training, and so on. The
InceptionNet/GoogleLeNet design is made up of nine inception modules stacked
on top of each other, with max-pooling layers between them (to halve the spatial
dimensions). It is made up of 22 layers (27 with the pooling layers). After the last

inception module, it employs global average pooling.

4. ResNet: is a well-known deep learning model that was first introduced in [He

u.a., 2016] . ResNet is one of the most widely used and effective deep learning
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models to date. ResNets are made up of what’s known as a residual block. This is
built on the concept of "skip-connections" and uses a lot of batch-normalization to

let it train hundreds of layers successfully without sacrificing speed over time.

5. VGG: VGG [Simonyan und Zisserman, 2014] is a convolutional neural network
design that has been around for a long time. It was based on a study on how
to make such networks more dense. Small 3 x 3 filters are used in the network.
The network is otherwise defined by its simplicity, with simply pooling layers and
a fully linked layer as additional components. In comparison to AlexNet, VGG
was created with 19 layers deep to replicate the relationship between depth and
network representational capability. Small size filters can increase the performance
of CNNs. Based on these observations, VGG replaced the 11x11 and 5x5 filters with
a stack of 3x3 filters, demonstrating that the simultaneous placement of small size
(3x3) filters may provide the effect of a big size filter (5x5 and 7x7). By lowering
the number of parameters, the usage of tiny size filters gives an additional benefit
of low computing complexity. These discoveries ushered in a new research trend

at CNN, which is to work with lower size filters.

Recurrent Neural Network (RNN)

Another widely used and popular algorithm in deep learning, especially in NLP and
speech processing, is RNN [Cho u.a., 2014]. Unlike traditional neural networks, RNN
utilizes the sequential information in the network. This property is essential in many
applications where the embedded structure in the data sequence conveys useful knowl-
edge. For example, to understand a word in a sentence, it is necessary to know the
context. Therefore, an RNN can be seen as short-term memory units that include the
input layer x, hidden (state) layer s, and the output layer y.

One main issue of an RNN is its sensitivity to the vanishing and exploding gradi-
ents [Glorot und Bengio, 2010]. In other words, the gradients might decay or explode
exponentially due to the multiplications of lots of small or big derivatives during the
training. This sensitivity reduces over time, which means that the network forgets the
initial input with the entrance of the new ones. Therefore, Long Short-Term Memory
(LSTM) [Li und Wu, 2015] is utilized to handle this issue by providing memory blocks
on its recurrent connections. Each memory block includes memory cells that store the
temporal states of the network. Moreover, it includes gated units to control the informa-
tion flow. Furthermore, residual connections in very deep networks [He u.a., 2016] can

alleviate the vanishing gradient issue significantly.

Generative Adversarial Networks (GAN)

These are the class of generative models based on game theory [Goodfellow u. a., 2014].
Which do not explicitly model the data distribution but rather models the sample from

10
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it. Sampling is performed using a deep neural network. The neural network takes as
input random noise and transforms it into model distribution. Generative Adversarial
Network consists of two neural networks. One is called Generator and another one is
called Discriminator. This model is called adversarial because the generator is constantly
trying to fool the discriminator into believing that the input is from training data(real

data). While the discriminator always distinguishes between the two.

1. Generator: A neural network that takes as input, a random noise vector and trans-

form it into a model distribution.

2. Discriminator: It is a neural network that distinguishes between output data point
(Fake) and training data samples (Real). It acts like a classifier as if the input is real

or fake.

These two neural networks are always trying to work against each other. In these
setting the weights of generator learns to converts a random noise vector into a model
distribution. The generator takes a random noise vector from the latent space and out-
puts some samples. Now the discriminator takes input from training data (real) and
checks against the generated fake sample from generator. The training data should have
images from the similar kinds of tasks say paintings or faces etc. Upon taking both in-
puts and errors the function outputs probability that particular sample is real or fake.
This output is used to train the weights of the generator as well as the discriminator.
The other important part is formulation of error function or cost function in GANSs. This

problem is formulated as MiniMax zero sum game.

Deep learning techniques and frameworks

Different deep learning algorithms help improve the learning performance, broaden the
scopes of applications, and simplify the calculation process. However, the extremely
long training time of the deep learning models remains a major problem for the re-
searchers. Furthermore, the classification accuracy can be drastically enhanced by in-
creasing the size of training data and model parameters. In order to accelerate the deep
learning processing, several advanced techniques are proposed in the literature. Deep
learning frameworks combine the implementation of modularized deep learning algo-
rithms, optimization techniques, distribution techniques, and support to infrastructures.
They are developed to simplify the implementation process and boost the system-level
development and research. In this section, some of these representative techniques and

frameworks are introduced.

Unsupervised and Transfer Learning

Contrary to the vast amount of work done in supervised deep learning, very few stud-

ies have addressed the unsupervised learning problem in deep learning. However, in

11
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recent years, the benefit of learning reusable features using unsupervised techniques
has shown promising results in different applications. In the last decade, the idea of
having a self-taught learning framework has been widely discussed in the literature [Le,
2013, Radford u. a., 2015, Sermanet u. a., 2013].

In practice, very few people have the luxury of accessing very high-speed GPUs
and powerful hardware to train a very deep network from scratch in a reasonable time.
Therefore, pretraining a deep network (e.g., CNN) on large-scale datasets (e.g., Ima-
geNet) is very common. This technique is also known as transfer learning [Learning,
2017], which can be done by using the pretrained networks as fixed feature extractors
(especially for small new datasets) or fine-tuning the weights of the pretrained model
(especially for large new datasets that are similar to the original one). In the latter, the
model should continue the learning to fine-tune the weights of all or some of the high-
level parts of the deep network. This approach can be considered as a semisupervised
learning, in which the labeled data is insufficient to train a whole deep network.

Online Learning

Usually, the network topologies and architectures in deep learning are time static (i.e.,
they are predefined before the learning starts) and are also time invariant [LeCun u.a.,
2015b]. This restriction on time complexity poses a serious challenge when the data
is streamed online. Online learning previously came into mainstream research [Choy
u.a., 2006], but only a modest advancement has been observed in online deep learning.
Conventionally, deep neural networks (DNN) are built upon the stochastic gradient
descent (SGD) approach in which the training samples are used individually to update
themodel parameters with a known label. The need is that rather than the sequential
processing of each sample, the updates should be applied as batch processing. One
approach was presented in [Scherer u.a., 2010] where the samples in each batch are
treated as Independent and Identically Distributed (IID). The batch processing approach
proportionally balances the computing resources and execution time.

Another challenge that stacks up on the issue of online learning is high-velocity
data with timevarying distributions. This challenge represents the retail and banking
data pipelines that hold tremendous business values. The current premise is that the
data is largely close in time to safely assume piecewise stationarity, thus having a simi-
lar distribution. This assumption characterizes data with a certain degree of correlation
and develops the models accordingly, as discussed in [Chien und Hsieh, 2013]. Unfor-
tunately, these nonstationary data streams are not IID and are often longitudinal data
streams. Moreover, online learning is often memory delimited, is harder to parallelize,
and requires a linear learning rate on each input sample. Developing methods that are
capable of online learning from non-IID data would be a big leap forward for big data

deep learning.

12
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Optimization Techniques in Deep Learning

Training a DNN is an optimization process, i.e., finding the parameters in the network
that minimize the loss function. In practice, the SGD method [Sutskever u.a., 2013] is a
fundamental algorithm applied to deep learning, which iteratively adjusts the parame-
ters based on the gradient for each training sample. The computational complexity of
SGD is lower than that of the original gradient descent method, in which the whole
dataset is considered every time the parameters are updated.

In the learning process, the updating speed is controlled by the hyperparameter
learning rate. Lower learning rates will eventually lead to an optimal state after a long
time, while higher learning rates decay the loss faster but may cause fluctuations during
the training [Pouyanfar und Chen, 2017]. In order to control the oscillation of SGD, the
idea of using momentum is introduced.

On the other hand, several techniques are proposed to determine the proper learning
rate. Primitively, weight decay and learning rate decay are introduced to adjust the
learning rate and accelerate the convergence [Loshchilov und Hutter, 2017, Zhang u.a.,
2018a, Xie u.a., 2020]. A weight decay works as a penalty coefficient in the cost function
to avoid overfitting, and a learning rate decay can reduce the learning rate dynamically
to improve the performance. Moreover, adapting the learning rate with respect to the
gradient of the previous stages is found helpful to avoid the fluctuation

Deep Learning in Distributed Systems

The efficiency of model training is limited to a single-machine system, and the dis-
tributed deep learning techniques have been developed to further accelerate the train-
ing process. There are two main approaches to train the model in a distributed system,
namely, data parallelism and model parallelism [Pouyanfar u.a., 2018]. For data paral-
lelism, the model is replicated to all the computational nodes and each model is trained
with the assigned subset of data. After a certain period of time, the weight update needs
to be synchronized among the nodes. Comparatively, for model parallelism, all the data
is processed with one model where each node is responsible for the partial estimation
of the parameters in the model.

Both data-parallel and model-parallel strategies have their own limitations. On one
hand, if data parallelism has too many training modules, it has to decrease the learning
rate to make the training procedure smooth. On the other hand, if model parallelism has
too many segmentations, the output from the nodes will increase sharply and reduce the
efficiency accordingly [Yadan u.a., 2013]. Generally speaking, the larger the dataset is,
the more beneficial it is to have data parallelism. The larger the deep learning model is,
the more suitable it is to have model parallelism. Besides, compared to data parallelism,
it is hard to hide the communication needed for synchronization in model parallelism
because only partial information is included in each node for the whole batch. Thus, it
is necessary to wait till the synchronization step finishes before moving forward to the
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next layer since the activities are unable to be processed with only partial information.
The two kinds of strategies can also be fused to a hybrid model as discussed in [Yadan

u.a., 2013].

Deep Learning Frameworks

Table 1.1 — The Comparison of Different Deep Learning Frameworks.

‘ Framework ‘ License ‘ Core Language ‘ Interface support ‘ CNN & RNN support | DBN support
Caffe [Jia u.a., 2014] BSD C++ Python & MATLAB Yes No
DeepLearningyj (DL4j) Apache 2.0 Java Java? Scala & Python Yes Yes
Torch [Collobert u. a., 2002] BSD C & Lua C/C++, Lua & Python Yes Yes
Neon Apache 2.0 Python Python Yes Yes
Theano [Team u. a., 2016] BSD Python Python Yes Yes
MXNet [Chen u.a., 2015] Apache 2.0 C++ C++, Python, R, Scala, Perl,Julia, etc Yes Yes
TensorFlow [Abadi u.a., 2016] | Apache 2.0 | C++ & Python Python, C/C++, Java & Go Yes Yes
CNTK [Yu u.a., 2014b] MIT C++ Python, C++ & BrainScript Yes Yes

Table 1.1 lists a smattering of popular deep learning frameworks for architecture
designs, such as Caffe [Jia u.a., 2014], DeepLearningyj (DL4j), Torch [Collobert u.a.,
2002], Neon, Theano [Team u.a., 2016], MXNet [Chen u.a., 2015], TensorFlow [Abadi
u.a., 2016], and Microsoft Cognitive Toolkit (CNTK) [Yu u.a., 2014b]. In Table 1.1, the
license, core language, supported interface language, and framework support of CNN,
RNN, and DBN are also listed.

It can be observed from Table 1.1 that C++ is usually used for implementation of
deep learning frameworks because it accelerates the speed of training. Since GPU is
significantly helpful to speed up the matrix computation, most of the aforementioned
frameworks also support GPU via the interface provided by CuDNN [Chetlur u.a.,
2014]. Meanwhile, Python has become the most common language for deep learning
architecture design since it can make the programming more efficient and easier by
simplifying the programming process. Also, distributed calculation becomes common
in some recently released frameworks such as TensorFlow,MXNet, and CNTK. The goal
is to further improve the calculation efficiency for deep learning. Moreover, TensorFlow
also includes support for the customized deep learning Application-Specific Integrated
Circuit (ASIC), called Tensor Processing Unit (TPU), to help increase the efficiency and
decrease the power consumption.

Caffe, implemented by Berkeley Vision and Learning Center, is one of the most
widely used frameworks [Jia u.a., 2014]. It supports the most commonly used layers
for both CNN and RNN but does not directly enable the use of DBN. Users of Caffe
design their architecture by declaring the structure of a computation graph, such as
convolutional layers. There are pretrained models available for a wide range of neu-
ral networks such as AlexNet [Krizhevsky u.a., 2012], GoogleNet [Szegedy u.a., 2015],
and ResNet [He u. a., 2016]. Furthermore, Caffe is a single-machine framework. In other
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words, it does not support multinode execution while the multi-GPU calculation is sup-
ported when there are external offerings like CaffeOnSpark by Yahoo that integrate
Caffe with a big data engine like Spark.

DLy4j is the most popular framework implemented in Java, developed and main-
tained by Skymind since 2014. Cooperating with Hadoop and Spark, DL4j is capable of
distributed computation as well. However, this framework is reported to have a longer
training time for similar architectures benchmarked with other frameworks [Kovalev
u.a., 2016].

Torch was first released in 2002 and extended its deep learning feature in 2011 [Col-
lobert u.a., 2002]. Combined with Facebook’s deep learning CUDA library (fb-
cunn) [Vasilache u. a., 2014], Torch can operate model and data level parallel computa-
tion. Unlike other frameworks, Torch is built based on a dynamic graph representation
instead of a static graph. The dynamic graph allows the user to update the computa-
tional graph (i.e., to change the model structure) during runtime, while the static graph
uses certain functions to define the graphs in advance. Torch released its Python inter-
face, PyTorch, and the usage of this framework has greatly increased due to its flexibility.

Neon and Theano [Team u.a., 2016] are two frameworks developed in Python by
Intel and the University of Montreal, respectively. Both of them perform code optimiza-
tions in the system and kernel level. Therefore, their training speeds usually outperform
other frameworks. However, although only parallelism and multi-GPU are supported,
the multinode calculation is not designed in these frameworks.

MXNet [Chen u.a., 2015] supports several interfaces, including C++, Python, R,
Scala, Perl, MATLAB, Javascript, Go, and Julia. It supports both computation graph dec-
larations and imperative computation declarations for architecture design. MXNet not
only supports data and model parallelism but also follows parameter server schemes to
support distributed calculation as well. MXNet has the most comprehensive functional-
ity, but the performance is not optimized as much as other state-of-theart frameworks.

TensorFlow [Abadi u.a., 2016] is implemented by Google and provides a series of
internal functions to help implement any deep neural network based on the static com-
putational graph. Recently, Keras started to support Tensorflow via a high-level inter-
face and allowed users to design the architecture without worrying about the internal
design. The framework provides different levels of parallel and distributed operations
and well-designed fatal tolerance. The robustness of its design attracts a lot of users
and it has become one of the most popular deep learning frameworks since its release.
All our experiments are implemented in tensorflow 2.0. However, they can be run in
earlier versions of tensorflow, except for the improved bilinear models introduced in
chapter 2. This technique can be used with tensorflow 1.4 and later version. Since the
matrix logarithm function and the matrix square-root function are only implemented in
these version of tensorflow, unless they are built from scratch in version 1.3 or earlier.

CNTK [Yu u.a., 2014b], designed by Microsoft, has a specific high-level script lan-
guage, BrainScript, for neural network implementation. CNTK models the neural net-
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work as a directed graph. Each node in the graph represents an operation or a filter and
each edge refers to the data flow. Instead of the parameter server model, the Message

Passing Interface is applied for distributed calculation support.

Applications of deep learning

Nowadays, applications of deep learning include but are not limited to NLP (e.g., sen-
tence classification, translation, etc.), visual data processing (e.g., computer vision, mul-
timedia data analysis, etc.), speech and audio processing (e.g., enhancement, recogni-
tion, etc.), social network analysis, and healthcare. This section provides details for the
different techniques used for each application.

Visual Data Processing

Deep learning techniques have become the main parts of various state-of-the-art mul-
timedia systems and computer vision [Ha u.a., 2015]. More specifically, CNNs have
shown significant results in different real-world tasks, including image processing, ob-
ject detection, and video processing.

1. Image Classification: With the advent of deep learning, in combination with ro-
bust AI hardware and GPUs, outstanding performance can be achieved on image
classification tasks. Hence, deep learning brought great successes in the entire field
of image recognition, face recognition, and image classification algorithms achieve

above human-level performance and real-time object detection.

In comparison to the conventional computer vision approach in early image pro-
cessing around two decades ago, deep learning requires only the knowledge of
engineering of a machine learning tool. It doesn’t need expertise in particular ma-

chine vision areas to create handcrafted features.

2. Object Detection and Semantic Segmentation: Deep learning techniques play a
major role in the advancement of object detection in recent years. Before that, the
best object detection performance came from complex systems with several low-
level features (e.g., SIFT, HOG, etc.) and high-level contexts. However, with the
advent of new deep learning techniques, object detection has also reached a new
stage of advancement. These advances are driven by successful methods such as
region proposal and Region-based CNN (R-CNN) [Girshick u. a., 2014].

Semantic segmentation is the process of understanding an image in pixel level that
is necessary for real-world applications such as autonomous driving, robot vision,
and medical systems. Now the question is how to convert image classification to
semantic segmentation. In recent years, many research studies apply deep learning
techniques to classify an image pixel-wise. A deconvolutional network [Noh u.a.,
2015], for instance, includes deconvolution and unpooling modules to detect and

classify the segmentation regions.

16



Chapter 1. Literature Review

3. Video Processing: Video analytics has attracted considerable attention in the com-
puter vision community and is considered as a challenging task since it includes
both spatial and temporal information. In an early work, large-scale YouTube
videos containing 487 sport classes are used to train a CNN model [Karpathy
u.a., 2014]. The model includes a multiresolution architecture that utilizes the lo-
cal motion information in videos and includes context stream (for low-resolution
image modeling) and fovea stream (for high-resolution image processing) mod-
ules to classify videos. An event detection from sport videos using deep learning
is presented in [Tsagkatakis u.a., 2017]. In that work, both spatial and temporal
information are encoded using CNNs and feature fusion via regularized Autoen-
coders.

Natural language processing (NLP)

NLP is a series of algorithms and techniques that mainly focus on teaching comput-
ers to understand the human language. Some NLP tasks include document classifi-
cation, translation, paraphrase identification, text similarity, summarization, and ques-
tion answering. NLP development is challenging due to the complexity and ambiguous
structure of the human language. Moreover, natural language is highly context specific,
where literal meanings change based on the form of words, sarcasm, and domain speci-
ficity. Deep learning methods have recently been able to demonstrate several successful

attempts in achieving high accuracy in NLP tasks.

1. Sentiment Analysis: This branch of NLP deals with examining a text and classi-
tying the feeling or opinion of the writer. Most datasets for sentiment analysis are
labeled as either positive or negative, and neutral phrases are removed by subjec-
tivity classification methods.

2. Machine Translation: Deep learning has played an important role in the improve-
ments of traditional automatic translation methods.

3. Paraphrase Identification: Paraphrase identification is the process of analyzing
two sentences and projecting how similar they are based on their underlying hid-
den semantics. It is a key feature that is beneficial for several NLP jobs such as
plagiarism detection, answers to questions, context detection, summarization, and

domain identification.

4. Summarization: Automatic summarization can extract the most significant and
relevant information from large text documents. A well-represented summary ef-
fectively reduces the size of text without losing the most important information.
This can considerably decrease the time and computations required to analyze

large text-based datasets.
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5. Question Answering: An automatic question-and-answering system should be
able to interpret a natural language question and use reasoning to return an ap-

propriate reply.

Speech and Audio Processing

Audio processing is the process that operates directly on electrical or analog audio sig-
nals. It is necessary for speech recognition (or speech transcription), speech enhance-
ment, phone classification, and music classification. Speech processing is an active re-
search area because of its importance in perfect human-computer interaction. Besides
speech recognition tasks, many research studies focus on Speech Emotion Recognition
(SER) [El Ayadi u.a., 2011], Speech Enhancement (SE), and Seaker Separation (SS),as

follow:

1. Speech Emotion Recognition (SER): Emotions influence both the voice character-
istics and linguistic content of speech. SER relies heavily on the effectiveness of the
speech features used for classification.

2. Speech Enhancement (SE): Recently, speech enhancement has aimed to improve
the speech quality by using the deep learning algorithm.

3. Speech Separation (SS): can be viewed as a subtask of speech enhancement, which
aims to separate reverberant target speech from spatially diffuse background in-
terference [Zhang und Wang, 2017]. Different from a single-speaker environment,
speaker separation focuses on reconstructing the speech of each speaker from a

mixed speech with more than one speaker talking simultaneously

Other than all the aforementioned applications, deep learning algorithms are also
applied to information retrieval, robotics, transportation prediction, autonomous driv-

ing, biomedicine, disaster management, and so forth.

KERNEL METHODS: AN OVERVIEW

Kernel methods are a class of algorithms for pattern analysis or recognition, whose best
known element is the support vector machine (SVM). The general task of pattern anal-
ysis is to find and study general types of relations (such as clusters, rankings, principal
components, correlations, classifications) in general types of data (such as sequences,
text documents, sets of points, vectors, images, graphs, etc).

The main characteristic of Kernel Methods, however, is their distinct approach to this
problem. Kernel methods map the data into higher dimensional spaces in the hope that
in this higher-dimensional space the data could become more easily separated or better
structured. There are also no constraints on the form of this mapping, which could even
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lead to infinite-dimensional spaces. This mapping function, however, hardly needs to be
computed because of a tool called the kernel trick.

Kernel functions must be continuous, symmetric, and most preferably should have a
positive (semi-) definite Gram matrix. Kernels which are said to satisfy the Mercer’s the-
orem are positive semi-definite, meaning their kernel matrices have only non-negative
Eigen values. The use of a positive definite kernel insures that the optimization problem
will be convex and solution will be unique.

However, many kernel functions which aren’t strictly positive definite also have been
shown to perform very well in practice. An example is the Sigmoid kernel, which, de-

spite its wide use, it is not positive semi-definite for certain values of its parameters.

1.2.1  Kernel construction

Every linearization function ¢ defines a kernel function via

K(x,y) = {(@(x), ¢(y)) (1.2)

It is always possible to define a kernel by choosing a linearization function ¢ and
an inner product. The function k(.,.) can be evaluated by explicitly mapping patterns
to the linearization space and calculating the inner product in the linearization space.
However, sometimes it is not necessary to actually compute ¢. It is natural to ask under
what circumstances does a function k(.,.) implement an inner product in a linearization
space and what does the corresponding linearization space and linearization function
look like. As it turns out there is a well-developed branch of mathematics that deals with
these questions: Functional analysis. In short the answer is that if k(.,.) is a symmetric
and positive definite kernel then k implements an inner product in a linearization space.
Constructing a linearization space and an inner product for a positive definite kernel is
the purpose of this section.

First, the introduction of some notation is required. For a set of patterns x; to xn
and a function k(.,.) of two arguments the kernel matrix is the matrix that collects all
pairwise applications of k to the patterns. Let us denote this N x N matrix with K and
denote the entry in the i" row and jth column with k;; then K with k;; = (x;, x]-) is called
the kernel matrix or Gram matrix for the patterns xi,...,xn. A real and symmetric
function k(.,.), that is a function with the property k(x,y) = k(y, x), is called a positive
definite kernel if for all choices of N points the corresponding kernel matrix K is positive

semi-definite, that is for all N-dimensional vectors w:

wT Kw >0 (1.3)

Note that for a matrix to be positive semi-definite we do not require that equality
only holds for w = 0 (as opposed to the definition of a positive definite matrix). As K
is only positive semi-definite it can have eigenvalues that are zero and does not have to
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be full rank. This definition of a positive definite kernel seems confusing because for a
kernel to be positive definite we require the corresponding kernel matrices to be positive
semi-definite. However, the definition we give is the usual definition used in machine
learning and therefore we will use it, too [Scholkopf u. a., 2002].

With the definition of a positive definite kernel in mind, it is possible to construct a
vector space, an inner product, and a linearization function such that the kernel condi-
tion (Eq 1.2) is fulfilled. In the following, these three steps are demonstrated in a purely

formal way.

Constructing a vector space

The vector space will be a space of functions constructed from the kernel. Let K(., x)
denote a function that is taken to be a function of its first argument with a fixed second

argument. The vector space is then defined as all functions of the form:

=

f(x) =) wiK(x, x;) (1.4)

i=1

Each function in the space is a linear combination of kernel functions K(., x;) and can
be expressed by some set of N patterns xi;...; xny with real coefficients wy;...; wy. It is
important to realize that these N patterns could be different for different functions. All
functions are linear combinations of kernel functions given by k and because they are
linear combinations they define a vector space—functions can be added and multiplied
with scalars. When functions are added potentially all the kernel functions of the two
added functions need to be included in the expansion of the summed function but the
sum will still be in the vector space.

The expansion of f given in Eq. 1.4 might not be unique. There is no requirement in
the definition of f that the kernel functions need to be linearly independent. If they are
not independent then the same function can be expressed in different ways. The function
space is the span of the generating system of functions. If there is an infinite number
of potential independent kernel functions then the vector space is infinite dimensional,
even though each function f can be expressed by a finite sum.

Constructing an inner product

Next we will equip this vector space with an inner product. A possibly infinite dimen-
sional vector space with an inner product is called a pre-Hilbert space. If the limit points
of all Cauchy sequences are included in the space, the space is completed and turned
into Hilbert space proper. Completeness is, for example, important for defining unique
projections. We will ignore these technicalities here (but see [Scholkopf u. a., 2002] ) and
simply note that Hilbert spaces can be thought of as the possibly infinite dimensional

generalization of Euclidean spaces. Take a function f with an expansion given by Eq. 1.4
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and let g(x) = YM, v;k(x, ;) be another function from this space then we can define the

inner product between the two functions f and g as:
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In order to distinguish the inner product in Hilbert space from the normal inner
product in Euclidean space we have added the little index .7°. We have to show that this
definition is indeed an inner product. First we have to show that it is well-defined. The
particular expansions of f and g that are used in the definition might not be unique, as
mentioned above. Fortunately, the definition (Eq. 1.5) does not depend on the particular
expansions of f and g that are used to calculate the inner product. To see this, let f(x) =
YN wik(x,x;) and g(x) = ¥M, vk(x,y;) be two new expansions of f and g that are
different from the ones used in the definition of the inner product (Eq. 1.5). They will,

however, result in the same inner product because
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Therefore, equation 1.5 is indeed well-defined. To show that it is an inner product
it also has to be symmetric, linear in its arguments and positive definite. As k is sym-
metric in both arguments the above definition is also symmetric. It is obviously linear
because of the linearity of the sum. Positive definiteness means that (f, ) » > 0 where
equality only holds for f = 0. Note that (f, f) » = w! Kw by definition. As the defining
property of a positive definite kernel is that the kernel matrix K is always positive semi-
definite (Eq. 1.3), it is immediately clear that (f, f) » > 0. Definiteness is a bit more
tricky but it can be proved that for all positive definite kernels definiteness of Eq. 1.5
holds [Scholkopf u.a., 2002]. Hence, all positive definite kernels can define an inner
product in the above way. This may also justify calling these kernels positive definite.

Constructing a linearization function

Each kernel function K(., x) with a fixed x is trivially contained in the vector space. It is

simply an expansion with only one kernel function and a weight of one. Therefore, the
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inner product (Eq. 1.5) of this function with a function f that has N coefficients w; and
kernel functions K(., x;) is

=

<K<vx)lf>%” = wiK(x/ xi) = f(x), (1-7)

i=1
by the definition of the function space (Eq. 1.4). This is a remarkable fact: The inner
product with the function K(., x) evaluates the function f at point x. Therefore K(., x) is
also called the representer of evaluation. Another remarkable property directly follows
from the definition of the inner product (Eq. 1.5)

(K(.,x), K(,y)) e = K(x,y), (1.8)

because each of the two kernel functions has a simple expansion with just one sum-
mand and a coefficient of one. Due to these two properties the linear space of functions
as given in Eq. 1.4 with the above dot product (K(.,x), K(.,y)) s is called a reproducing
kernel Hilbert space (RKHS) in functional analysis (if it is completed).

Now, a linearization function can be defined in the following way ¢(x) := K(., x).
Because of the reproducing property the kernel condition K(x,y) = (¢(x), ¢(y)).» holds
for this linearization function. The linearization space is a space of functions over the x.
The linearization function that was constructed maps each point x in the input space to
a function K(., x) in the linearization space.

The Kernel trick

The Kernel trick is a very interesting and powerful tool. It is powerful because it provides
a bridge from linearity to non-linearity to any algorithm that can expressed solely on
terms of dot products between two vectors. It comes from the fact that, if we first map
our input data into a higher-dimensional space, a linear algorithm operating in this
space will behave non-linearly in the original input space.

The Kernel trick is really interesting because that mapping does not need to be ever
computed. If our algorithm can be expressed only in terms of a inner product between
two vectors, all we need is replace this inner product with the inner product from some
other suitable space. That is where resides the “trick”: wherever a dot product is used,
it is replaced with a Kernel function. The kernel function denotes an inner product in
feature space and is usually denoted as:

K(x,y) = {(@(x), ¢(y)) (1.9)

Using the Kernel function, the algorithm can then be carried into a higher-dimension
space without explicitly mapping the input points into this space. This is highly de-
sirable, as sometimes our higher-dimensional feature space could even be infinite-
dimensional and thus unfeasible to compute. For two points x and y in R?.
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(@(x),9(y)) = xTy; + 2x1x02y192 + X35 = (x,y)* (1.10)

A more general result can be proved. For an n dimensional input space a class of
popular and flexible linearization functions is given by all monomials of degree d. A
monomial of degree d takes the product of d components of an input vector x. For in-
stance, for n = 5 the following are monomials of degree d = 3 : x%, X1x2x5: and x%x4. The
possible number of monomials is given by choosing d out of n with replacement. The or-
der does not matter because of the commutativity of the product. However, for simplic-
ity let us consider a linearization function that takes all n? possible ordered monomials.
Thus, x1x2x3 is a dimension in the new space but x,x3x; would be another dimension.
For the linearization function ¢’ : R" R™ that computes all ordered monomials it
holds that:

@ (x), 0" (W)=Y Y - Y XXy XY Yiy - Vi
h=lir=1 =1

n n n
- Z Xiy Yiy Z XiyVYiy = - Z XigYiy

i=1 ir=1 ig=1 (1.11)
" d
i=1
= <x1y>d

Calculating the inner product in the linearization space is the same as taking the
inner product in the original space and taking it to the power of d. Computationally, this
is an extremely attractive result. Remember that a high number of dimensions is needed
to make the linearization space sufficiently flexible to be useful. If calculated naively
the computational effort of the inner product in the linearization space scales with its
dimensions. However, this result shows that, in the case of a monomial linearization
function, it is not necessary to explicitly map the vectors x and y to the n dimensional
linearization space to calculate the dot product of the two vectors in this space. It is
enough to calculate the standard inner product in input space and take it to the power
of d.

Intuitively, kernels can provide a way to efficiently calculate inner products in higher
dimensional linearization spaces. They also provide a convenient non-linear generaliza-
tion of inner products. With the help of a kernel, it is easy to build non-linear variants
of simple linear algorithms that are based on inner products. This is called the kernel
trick in the machine learning literature.
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1.2.3 Kernel types

There are several types of kernel functions that were proposed in the literature. Each of
these kernel functions is proposed for a specific purpose, for instance, text classification,
pattern recognition...etc. Listing all kernel functions is out of the scope of this thesis.
Below is a list of some kernel functions that we have used in our studies. Appendix C
lists some of the most common kernel function used in the literatue.

Linear Kernel

Linear Kernel is used when the data is Linearly separable, that is, it can be separated
using a single Line. It is one of the most common kernels to be used. It is mostly used
when there are a large number of features in a particular dataset. One of the examples
where there are a lot of features, is Text Classification, as each alphabet is a new feature.

The Linear kernel is the simplest kernel function. It is given by the inner product

<x,y> plus an optional constant c.

K(x,y) =xTy+c (1.12)
The advantages of using linear kernel are:
¢ Training with a linear kernel is faster than with any other Kernel.

* When training with a Linear Kernel, only the optimisation of the c regularisation
parameter is required. On the other hand, when training with other kernels, there
is a need to optimise other parameter as well, which means that performing a grid
search will usually take more time.

Polynomial Kernel

In machine learning, the polynomial kernel is a kernel function commonly used with
the kernelized models (such as SVMs), that represents the similarity of vectors (training
samples) in a feature space over polynomials of the original variables, allowing learning
of non-linear models. Intuitively, the polynomial kernel looks not only at the given fea-
tures of input samples to determine their similarity, but also combinations of these. Such
combinations are known as interaction features. The (implicit) feature space of a polyno-
mial kernel is equivalent to that of higher feature space, but without the combinatorial
blowup in the number of parameters to be learned.

The Polynomial kernel is a non-stationary kernel. Polynomial kernels are well suited
for problems where all the training data is normalized. Adjustable parameters are the

slope alpha, the constant term c and the polynomial degree d.

K(x,y) = (ochy+c)d (1.13)
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Gaussian Kernel

The Gaussian kernel is an example of radial basis function kernel.

o 2
K(x,y) = exp (—”xz(,i"”> (1.14)

The adjustable parameter sigma plays a major role in the performance of the kernel,
and should be carefully tuned to the problem at hand. If overestimated, the exponential
will behave almost linearly and the higher-dimensional projection will start to lose its
non-linear power. In the other hand, if underestimated, the function will lack regular-

ization and the decision boundary will be highly sensitive to noise in training data.

FACIAL EXPRESSION RECOGNITION

Communication between human beings can be of two kinds: verbal (audible) through
the voice, or non-verbal through movements, body posture, gestures and facial expres-
sions. According to [Dubey und Singh, 2016], Mehrabian [Mehrabian, 2008] states that
the first form of communication can only contribute with 7% in the transmission of the
message, while 38% of communication is done through vocal parts in the form of into-
nation. This means that the remaining 55% is done through non-verbal ways of commu-
nication, mainly through facial expressions. Therefore, the ability of recognizing facial
expressions is key for a better communication. Facial expressions are either viewed as di-
mensions (continuous representation) or viewed as categorical groups with well-defined
boundaries (discrete representation). Continuous representation uses dimensional space
such as arousal and valence to describe emotion. While the discrete representation cat-
egorizes facial expressions through seven basic emotions, namely happiness, sadness,
surprise, fear, disgust, anger, and neutral. These expressions are identified according to
the movement of the facial muscles, mainly forming the parts of the eyebrows, mouth,
nose and eyes. Ekman [Ekman und Friesen, 1971] proposed a purely objective system for
coding facial expressions by quantifying muscle movement. This system, called FACS
(facial action coding system). is made up of 44 action units. Each unit action (AU) cor-
responds to a movement of the facial muscles. The intensity of the muscle contraction
is also coded on five levels. The basic emotions defined by Ekman were described by
prototypes specific to each expression of emotion. However, a big problem with this
system is finding professionals who judge AU and its expression, which can be difficult
and expensive. The recognition of facial expressions is useful in various fields such as
human machine interaction, games, alert systems and monitoring of patients, especially
those who find it difficult to speak like disabled persons and autistic, to detect feel-
ings of pain for example. The automatic recognition of facial expressions is not a recent
field of research, in fact, the first research in this field dates back to a little over twenty
years. However, new advances have been made in the last five years in the field of object
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recognition in general, have further revived research in the field of facial expressions
recognition.

In the early days of facial expression recognition research, researcher would develop
a small set of images with a limited number of people, which they used as a database
for learning and testing. This method has a strong chance of leading to over-learning.
At the end of the 1990s, some researchers began to develop fairly large and varied
databases. The facial expression databases are characterized by the number of subjects
photographed, the environment implemented for this purpose, the recording media as
well as the annotation. Subjects can be of different sex, age and origin. The environment
implemented varies according to the equipment used for taking and recording images
and videos: the number of cameras (in color or in grayscale) and flash used, their ar-
rangement (front or profile), the resolution used, the number of images per second for
the videos and the fact that the expressions are spontaneous or posed. The annotation
is either automatic, semi-automatic or completely manual. We have distinguished two
types of databases. The first type of databases is implemented in laboratories with spe-
cific subjects and controlled conditions, for instance [Kanade u. a., 2000, Zhao u. a., 2011,
Bacivarov, 2009, Yin u. a., 2006, Sim u. a., 2002, Gross u. a., 2010, Pantic u. a., 2005, Lyons
u.a., 1998, McKeown u. a., 2011]. The second type of databases is made up of images col-
lected from the Internet, for example [Mollahosseini u.a., 2017, Dhall u.a., 2012; 2011,
Fabian Benitez-Quiroz u.a., 2016, Li u.a., 2017, Zhang u.a., 2018b, Goodfellow u.a.,
2013]. The former allow to produce images of good quality and with a better annotation
but are of small size. Whereas the latter allow to have a gigantic number of data but on
the contrary are of poorer quality.

The facial expression recognition system, like almost any conventional image recog-
nition system, consists of three major steps: pre-processing, feature extraction, and clas-
sification. The pre-processing step is a very important step in the process of recognizing
facial expressions. In fact, this step consists, first of all, in acquiring the images that it is
desired to process, either in static form or in the form of image sequences. These images
are often grayscale, although color images can convey more information about emotions
such as blushing. Then, it is necessary to eliminate the zones of the image which are not
of interest while keeping the parts which will be used in a subsequent processing and
to normalize the resulting image which makes it possible to obtain a uniform size and
an alignment. correct image. The feature extraction step extracts the significant shapes
from the image, which constitute the parts of the face which are considered to be de-
termining in the expression recognition step. Compared to the original image, feature
extraction dramatically reduces the image information, which provides an advantage
in terms of storage and processing. The classification of expressions and the method of
extracting the characteristics of the expression are closely related. The categorization of
expressions is performed by a classifier. The entry into the classifier is a set of features
extracted from the facial region in the previous step. The set of characteristics is formed
to describe the expression of the face. Classification requires supervised learning from
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labeled data. After training is complete, the classifier can recognize the input images by
assigning them a particular class label or point in the continuous representation space.

The classic facial expression recognition approach has been widely used over the
past two decades with different methods at all levels giving varying results. However,
in the last five years a new approach, Deep Learning, has been used with impressive re-
sults. Deep Learning is a set of end-to-end methods, enabling a machine to be supplied
with raw data and automatically discovering the representations necessary for detection
or classification, with several levels of representation, obtained by composing simple
modules. One of the most used deep learning techniques are Convolutional Neural Net-
works (CNNs) which have been extremely successful in computer vision applications.
This great success encouraged the computer vision community to tackle more challeng-
ing tasks in this field. One of these challenging tasks is the fine-grained recognition. It
consists of discriminating categories that were considered previously as a single cate-
gory and have only small subtle visual differences(e.g. bird species). Facial expression
recognition is considered one of most challenging fine-grained recognition problems.
Indeed, the difference in facial expression categories relies on small subtle areas in the
facial images like the mouth, eyebrows and the noise. To overcome this issue, facial ex-
pression recognition systems must be able to recognise this subtle differences efficiently.
Researchers are trying to overcome this problem by either increasing the network size
or by employing more complex functions. In the first case, researchers are continuously
trying to enhance CNNs by increasing their depth (number of layers) or width (size
of the output of each layer). Even though by doing so the performance of the network
is effectively enhanced, it can not be a longstanding solution. Indeed, these methods
drastically increase the number of weights and the network complexity. Therefore, the
resulting models can only be used on powerful devices. In the second case, the focus is
more on computation. Many researchers incorporated more complex functions in CNN,
instead of simple linear functions, at different levels. These methods have the benefits of
being less memory consuming, even though they are harder to train.

Facial expression recognition methods are divided into two categories: Macro-

expression recognition methods and Micro-expression recognition methods.

Macro-expression recognition methods

These methods are macroscopic methods that measure the displacements of certain parts
of the face such as the eyebrows or the corners of the mouth. In other words, they
consist in calculating the geometric distance between the facial action units extracted
by searching and tracking crucial points in the facial region. Examples of such algo-
rithms are Active Shape Model (ASM) [Cootes u. a., 1995] and Active Appearance Model
(AAM) [Cootes u.a., 2001, Pantic und Rothkrantz, 2000] and Descriptor Scale Invariant

Transformation. According to [Gharsalli, 2016] there are two kinds of macro-expression
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recognition methods: macro-expression recognition methods based on landmarks and

macro-expression recognition methods based on models.

1. Macro-expression recognition methods based on landmarks: landmarks describe

the expressions either by their displacements, or by the variation of the distances

between them. The displacement of the characteristic points requires two steps,

namely the extraction of their positions and their monitoring (Figure 1.3).
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Figure 1.3 — Macro-expression recognition methods based on landmarks.

P1: top of the forehead
P2: eyebrow arcade
P3: root of the nose
P4: tip of the nose
P5: upper jaw
P6: upper lip
P7: lips attachment
(if tongue is visible:
P7 :tongue-lip attachment
P7' : tip of the tongue
P7": tongue-lip attachment)
P8: lower lip
P9: lower jaw
P10: tip of the chin

2. Macro-expression recognition methods based on the models: patterns for detect-

ing muscle deformities and changes in feature states are used for facial expression

recognition. The definition and initialization of these models is usually done on a

neutral face. They often encode the movement of muscles either by moving nodes

placed on facial features, or by transforming it into 3D information, which pro-

vides information on the intensity of the movement (Figure 1.4). The effectiveness

of these methods, however, becomes critical when it comes to weak muscle move-

ment.

Figure 1.4 — Macro-expression recognition methods based on the models.

28



1.3.2

Chapter 1. Literature Review

Micro-expression recognition methods

These microscopic methods describe the change in face texture according to pixel prop-
erties, when a particular action is performed, such as bumps, contour, wrinkles, the
region around the mouth and eyes. With the advance made in computing with GPUs
and the availability of the later to a larger number of researchers, the computer vision
community started focusing on these microscopic methods rather than the macroscopic
methods. These microscopic methods allow the use of number of features that were ne-
glected in the macroscopic methods like bumps, contour, wrinkles and blush, especialy
with RGB images. Micro-expression recognition methods may be expressed differently
in different papers. Sometimes it is refered to as fine-grained expression recognition. It
consists of discriminating categories that were considered previously as a single cate-
gory and have only small subtle visual differences(e.g. bird species). Facial expression
recognition is considered one of most challenging fine-grained recognition problems.
Indeed, the difference in facial expression categories relies on small subtle areas in the
facial images like the mouth, eyebrows and the noise. We prefer to use this term as it
is more general than FER, since the techniques used in this field can be used in a wide
range of computer vision tasks.

In [Bai u.a., 2021], the author investigates the effects of using video motion mag-
nification methods based on amplitude and phase, respectively, to amplify small facial
movements. They hypothesise that this approach will assist in the micro-expression
recognition task. To this end, they apply the pre-trained VGGFace2 model with its ex-
cellent facial feature capturing ability to transfer learn the magnified micro-expression
movement, then encode the spatial information and decode the spatial and temporal
information by Bi-LSTM model. Moreover, Grad-CAM is utilised to map the model and
visually explain the operating mechanism of the spatio-temporal network.

In [Saeed, 2021], the authors investigate the utility of micro-expressions as a soft bio-
metric for person recognition. The proposed system is based on the fusion of traditional
facial features that model the facial appearance with soft biometric features that model
the micro-expressions in an image sequence. They tested a texture-based traditional
feature extraction technique, two motion-based soft biometric techniques, and several
fusion methods at feature, rank, and decision level.

In [Li u.a., 2020] paper firstly proposes a new method to detect the apex frame by
estimating pixel-level change rates in the frequency domain. With frequency informa-
tion, it performs more effectively on apex frame spotting than the currently existing
apex frame spotting methods based on the spatio-temporal change information. Sec-
ondly, with the apex frame, this paper proposes a joint feature learning architecture
coupling local and global information to recognize micro-expressions, because not all
regions make the same contribution to micro-expressions recognition and some regions
do not even contain any emotional information. More specifically, the proposed model
involves the local information learned from the facial regions contributing major emo-
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tion information, and the global information learned from the whole face. Leverag-
ing the local and global information enables the model to learn discriminative micro-
expressions representations and suppress the negative influence of unrelated regions to

micro-expressions.

Hybrid methods

Micro-expression recognition methods are often criticized for a lack of movement rep-
resentation of facial features. Macro-expression recognition methods, representing only
the shape and geometric movements neglect information such as transient wrinkles
which can be essential characteristics for the differentiation between emotions. There is,
however, a combination of the two methods. The latter can be performed either directly
with models presenting the two pieces of information such as the Active Appearance
Model (AAM).

A second alternative is applied to describe both the macro and micro-expression
recognition. It consists in extracting each piece of information individually by a ded-
icated method for this purpose and then applying a fusion. In general two merging
schemes are used, namely an upstream scheme and a downstream scheme [Gharsalli,
2016].

1. Upstream schema: it combines the descriptors of different types of information
before going to the classification stage. In this case a pre-processing is applied
to the two pieces of information in order to be able to merge them into the same
vector. The latter is then used as input data by the classification method (Figure 1.5)

Micro-expression

recognition methods | l

Fusion |—|Classification|—Emotion

Macro-expression T
recognition methods

Figure 1.5 — Upstream schema fusion method..

2. Downstream schema: it combines the descriptors after the classification step. For
each type of descriptors extracted a classification is applied. The decisions from

the classification step are then combined into a merging entity (Figure 1.6)
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Figure 1.6 — Downstream schema fusion method.

Facial expression recognition datasets

In the early days of facial expression recognition research, each researcher developed
a small set of images of a limited number of people as a database for training and
testing. This method has a strong chance of leading to over-fitting, in addition to the
impossibility of comparing the work carried out because they are tested on different
proprietary bases. At the end of the 9os, some researchers began to develop fairly large
and varied databases, accessible to researchers and the general public, which can be
used as a "benchmark". This allowed the researchers to compare the different techniques
used.

The databases of facial expressions are characterized by the number of subjects pho-
tographed, the environment implemented for this purpose, the recording medium and
the annotation. The subjects can be of different sex, age and origins. The environment
implemented varies according to the equipment used for taking and recording images
and videos: the number of cameras (in color or grayscale) and cameras used, their ar-
rangement (frontal or profile), the resolution used, the number of frames per second for
the videos and whether the images they contain are spontaneous or posed. Annotation
is either automatic, semi-automatic or completely manual.

We have distinguished two types of databases: databases implemented in laborato-
ries with specific subjects and conditions and in-the wild databases. The first allow to
produce images of good quality and with better annotation but are of restricted size.
While the latest allow to have a gigantic amount of data but on the contrary are of lower
quality.

For our experiments, we have used three well-known in the wild FER datasets,
namely RAF-DB, ExpW and FER2013. Below is a brief description of these datasets and
an illustration (Fig. 1.7) of their content. Some other datasets are described in table 1.2.

e The RAF-DB [Li u.a., 2017] stands for the Real-world Affective Face DataBase. It
is a real-world dataset that contains 29,672 highly diverse facial images, down-
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-

Figure 1.7 — An overview of the content of the datasets used. All these datasets categorize emotions into
seven classes, namely Anger, Disgust, Fear, Happy, Sad, Surprise and Neutral.

loaded from the Internet. With manually crowd-sourced annotation and reliable
estimation, seven basic and eleven compound emotion labels are provided for the

samples. This dataset is divided in training and validation subsets.

* The ExpW [Zhang u.a., 2018b] stands for the EXPression in-the-Wild dataset. It
contains 91,793 facial images downloaded using Google image search. Each of
the face images, was manually annotated as one of the seven basic expression

categories.

¢ The FER2013 database was first introduced during the ICML 2013 Challenges in
Representation Learning [Goodfellow u.a., 2013]. This database contains 28,709
training images, 3,589 validation images and 3,589 test images with seven expres-
sion labels: fear, happiness, anger, disgust, surprise, sadness and neutral.

1.4 EXPERIMENTAL SETTING

In this section we will describe the experimental setting that we have used in all our
experiments. We will first describe the hardware configuration, then the software setting

and finally the metrics we have used to evaluate our models.

1. Hardware configuration: For our experiments, we have used the following hard-

ware configuration:

¢ CPU: Intel Core i7-8700K Desktop Processor 6 Cores up to 4.7GHz Turbo
Unlocked LGA1151 300 Series g5W.

¢ GPU: MSI GAMING GeForce GTX 1060 6GB GDRR5 192-bit HDCP Support
DirectX 12 Dual TORX 2.0 Fan VR Ready Graphics Card (GTX 1060 GAMING
X 6G).
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* RAM: 16 Gb of memory.

2. Software configuration: All our experiments are implemented in tensorflow 2.o0.
However, they can be run in earlier versions of tensorflow, except for the improved
bilinear models introduced in chapter 2. This technique can be used with tensor-
flow 1.4 and later version. Since the matrix logarithm function and the matrix
square-root function are only implemented in these version of tensorflow, unless

they are built from scratch in version 1.3 or earlier.

3. Metric: For all our experiments, we used the accuracy rate. Accuracy is one of the
most popular metrics in multi-class classification and it is directly computed from

the confusion matrix [Grandini u. a., 2020].

TP+ TN
TP+ TN+ FP+FN

Accuracy = (1.15)

The formula of the Accuracy considers the sum of True Positive and True Negative
elements at the numerator and the sum of all the entries of the confusion matrix
at the denominator. True Positives and True Negatives are the elements correctly
classified by the model and they are on the main diagonal of the confusion matrix,
while the denominator also considers all the elements out of the main diagonal

that have been incorrectly classified by the model.
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Table 1.2 — An overview of the facial expression datasets.

Database Samples Subject | Collection | Elicitation | Expression distri-
condition | method bution
CK+ [32] 593 1image se- | 123 Lab P&S 7 BE + contempt
quences
MMI [35] 740 images and | 25 Lab P 7 BE
2,900 videos
JAFFE [36] 213 images 10 Lab P 7 BE
TFD [37] 112,234 images N/A Lab P 7 BE
FER-2013 35,887 images N/A Web P&S 7 BE
[21]
AFEW 7.0 | 1,809 videos N/A Movie P&S 7 BE
[23]
SFEW 2.0 | 1,766 images N/A Movie P&S 7 BE
[22]
Multi-PIE 755,370 images 337 Lab P Smile, surprised,
[38] squint, disgust,
scream and
neutral
BU-3DFE 2,500 3D images | 100 Lab P 7 BE
[39]
BU-4DFE 606 3D sequences | 101 Lab P 7 BE
[40]
Oulu-CASIA | 2,880 image se- | 80 Lab P six BE without
[33] quences neutral
RaFD [41] 1,608 images 67 Lab P 7 BE + contempt
KDEF [42] 4,900 images 70 Lab P 7 BE
EmotioNet 1,000,000 images | N/A Internet P&S 23 BE or CE
[43]
RAF-DB 29672 images N/A Internet P&S 7 BE and 12 CE
[34], [44]
AffectNet 450,000 images | N/A Internet | P &S 7 BE
[45] (labeled)
ExpW [46] 91,793 images N/A Internet P&S 7 BE
4DFAB [47] 1.8 million 3D | 180 Lab P&S 7 BE
faces

P = posed; S = spontaneous; BE = basic expressions; CE = compound expressions
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Even though convolutional neural networks (CNN) achieved impressive results in
several computer vision tasks, they still do not perform as well in FER. Many
techniques, like bilinear pooling and improved bilinear pooling, have been proposed
to improve the CNN performance on similar problems. The accuracy enhancement they
brought in multiple visual tasks, shows that their is still room for improvement for
CNNs on FER. In this chapter, we propose to use bilinear and improved bilinear pooling
with CNNs for FER. This framework has been evaluated on three well known datasets,
namely ExpW, FER2013 and RAF-DB. It has shown that the use of bilinear and improved

bilinear pooling with CNNs can enhance the overall accuracy to nearly 3% for FER and

achieve state-of-the-art results.
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INTRODUCTION

A CNN is mainly a stack of three different types of layers: convolution layers, pooling
layers and fully-connected layers. Each of these types of layers a perform specific task.
Convolution layers are the core building block of a CNN leveraging the fact that an
input image is composed of small details, or features, and create a mechanism for an-
alyzing each feature in isolation, which makes a decision about the image as a whole.
Pooling layers, on the other hand, are used for the gradual spatial down-sampling of
the feature map. This results in reducing the number of parameters and thus decreases
both the consumption of the memory and the complexity of computing. In addition,
pooling layers widen the receptive field size of the intermediate neurons which allow
the latter to receive data from a larger area of the image. These two layers are usually
used in alternation until getting the most size-effective representative feature which is
finally fed into a fully connected neural network in order to take a final classification
decision. However, the fully connected layers are prone to overfitting, thus hampering
the generalization ability of the overall network. Many techniques were proposed in the
literature to overcome this problem. For instance, Dropout is proposed by [Hinton u.a.,
2012] as a regularizer which randomly sets half of the activations to the fully connected
layers to zero during training. It has improved the generalization ability and largely pre-
vents overfitting. Other methods consist of applying pooling before the fully connected
layers.

There are two groups of pooling generally used in CNNSs. The first one is local pool-
ing, where the pooling is performed from small local regions (e.g., 2 x 2) to downsample
the feature maps. The second one is global pooling, which is performed from each of
the entire feature map to get a scalar value of a feature vector for image representa-
tion. This representation is then passed to the fully connected layers for classification. In
this chapter, the focus is on later form of pooling, while the former form of pooling is
discussed in the next chapter.

The most used global pooling methods in CNNs are global average pooling and
global max pooling. Both of these methods take as input a tensor of size (H x W x C),
where H is the height of the tensor, W its width and C its channel depth. This input
tensor is downsized into an output vector of size C (i.e. it keeps a single value for each
feature map). The difference between global max and global average pooling is that the
former keeps only the maximum values over the channel axis while the later computes
the average value. Figure 2.1 shows the process of global Max pooling method. Global
average pooling work in a similar manner, yet instead of keeping the maximum value
it computes the average. Both of these methods present some weakness. For example,
global Max pooling only keeps the largest input values assuming that the rest of values
are not representative and do not bring relevant information. This assumption however
is not always true, especially in the last layers of the network where even the small

values represent a very relevant information. Therefore global max pooling dramati-
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Figure 2.1 — The global Max pooling method keeps only the maximum values over the channel axis.
Global average pooling work in a similar manner, yet instead of keeping the maximum value it computes
the average.

cally reduces the amount of useful information in the forward pass. Moreover, global
max pooling wrongly affects the learning of the network in the backward pass, since
only one branch is activated in each input neighborhood. In a global average pooling
layer, all the inputs equally contribute to the output computation. This causes a con-
stant and gradual attenuation of the contribution of individual neurons in the backward
and forward passes [Saeedan u.a., 2018]. To overcome the loss of information limita-
tions, several pooling methods where proposed. Among these recent techniques, we are
especially interested in bilinear CNN models and their ameliorations such as compact
bilinear pooling [Gao u. a., 2016] and the improved bilinear pooling [Lin und Maji, 2017].

Bilinear CNN model is a combination of two CNNs A and B that takes as input
the same image and output two feature maps. These feature maps are then multiplied
at each location using tensor product. The result is pooled to obtain a global image
descriptor of the image. The latter is passed to a classifier throughout make a prediction.
Compared to single CNNs, bilinear CNN models have shown to achieve very good
results on various visual tasks. For instance, semantic segmentation, visual questions
answering and fine-grained recognition. In this chapter, in addition of using bilinear
CNN models, we propose to use an improved bilinear pooling with CNNs models for
FER. In this framework, various ways of normalization are used to improve the accuracy,
including the matrix square root, element-wise square root and L2 normalization.

The remainder of this chapter is organized as follow: Section 2.2 reviews similar
works that have been done on FER and bilinear CNN models. Section 2.3 gives more
details about this approach. Section 2.4 presents our experiments, datasets and results;

and Section 2.5 concludes the chapter.
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RELATED WORK

Several methods have been proposed to improve the performance of CNNSs. In [Lin
u.a., 2015] a bilinear pooling method for fine-grained recognition was proposed. In-
spired from the second order pooling model introduced by [Tenenbaum und Freeman,
2000], this model can capture higher interaction between image locations, which makes
the model more discriminant than a simple model. This method have been used for FER
by Zhou et al. [Zhou u.a., 2018] and noticed that they significantly outperformed their
respective baselines. However, these models are high dimensional and could be imprac-
tical for a multitude of image analysis. In [Zhang u.a., 2019b] the authors introduced
factorized bilinear pooling (FBP) to deeply integrate the features of audio and video.
The features are selected through the embedded attention mechanism from respective
modalities to obtain the emotion-related regions. Hierarchical Bilinear Pooling was pro-
posed by [Yu u.a., 2018] in which a cross-layer bilinear pooling approach is proposed
to capture the inter-layer part feature relations, which results in superior performance
compared with other bilinear pooling based approaches. Moreover, they proposed a
novel hierarchical bilinear pooling framework to integrate multiple cross-layer bilinear
features to enhance their representation capability. Yu et al [Yu u.a., 2017] developed a
Multi-modal Factorized Bilinear (MFB) pooling approach to efficiently and effectively
combine multi-modal features, which results in superior performance for visual ques-
tion answering compared with other bilinear pooling approaches. For fine-grained im-
age and question representation, they developed a ‘co-attention” mechanism using an
end-to-end deep network architecture to jointly learn both the image and question at-
tentions. Combining the proposed MFB approach with co-attention learning in a new
network architecture provides a unified model for visual question answering. Zhang
et al [Zhang u.a., 2019a] introduced a Local Temporal Bilinear Pooling which is used
in intermediate layers of a temporal convolutional encoder-decoder net. In contrast to
previous work, the proposed bilinear pooling is learnable and hence can capture more
complex local statistics than the conventional counterpart. In addition, they introduced
exact lower dimension representations of their bilinear forms, so that the dimensionality
is reduced without suffering from information loss nor requiring extra computation.

In [Gao u.a., 2016] two compact bilinear representations of these models have been
proposed. They reached results as the full bilinear representation, yet with only a few
thousand dimensions. This compact representations have also been used, by [Nguyen
u.a., 2018], in a multi-modal emotion recognition, combining facial expressions and
voice sound. It was also used by [Chetouani u.a., 2020] to classify patterns of ceramic
sherds by combining deep learning-based features extracted from some pre-trained Con-
volutional Neural Network (CNN) models. Fukuri et al [Fukui u. a., 2016] proposed uti-
lizing Multimodal Compact Bilinear pooling (MCB) to efficiently and expressively com-
bine multimodal features on the visual question answering and visual grounding tasks.
A similar method to efficiently reduce the dimension of bilinear pooling descriptors
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was proposed by [Lépez-Sanchez u. a., 2020] by performing a Random Projection. Con-
veniently, this is achieved without ever computing the high-dimensional descriptor ex-
plicitly. The latter was further generalized in the form of Taylor series kernel in [Cui u. a.,
2017]. The proposed method captures high order and non-linear feature interactions via
compact explicit feature mapping. The approximated representation is fully differen-
tiable, and the kernel composition can be learned together with a CNN in an end-to-end
manner. Another compact form of bilinear pooling was proposed by [Liao u.a., 2019]
called Squeezed Bilinear Pooling. It is a supervised selection based method to decrease
both the computation and the feature dimension of the original bilinear pooling. Differ-
ent from currently existing compressed second-order pooling methods, the proposed se-
lection method is matrix normalization applicable. Moreover, by extracting the selected
highly semantic feature channels, they proposed the Fisher-Recurrent-Attention struc-
ture and achieved state-of-the-art fine-grained classification results among the VGG-16
based models. In [Wei u.a., 2018] the authors proposed an alternative pooling method
which transforms the CNN feature matrix to an orthonormal matrix consists of its prin-
cipal singular vectors. Geometrically, such orthonormal matrix lies on the Grassmann
manifold, a Riemannian manifold whose points represent subspaces of the Euclidean
space. Similarity measurement of images reduces to comparing the principal angles be-
tween these “homogeneous” subspaces and thus is independent of the magnitudes and
correlations of local CNN activations. In particular, they demonstrate that the projec-
tion distance on the Grassmann manifold deduces a bilinear feature mapping without
explicitly computing the bilinear feature matrix, which enables a very compact feature
and classifier representation.

Lin et al. have furthered their bilinear CNN model, by applying matrix normalization
functions. Two matrix functions have been used, namely matrix logarithm and matrix
square-root. All these methods are plugged at the end of the network, right between
the convolution layers and the fully connected layers. They act as a basis expansion
layers, increasing thereby the discrimination power of the fully connected layers, This
discrimination power is back-propagated through the convolution layers. These methods
have attracted increasing attentions, achieving better performance than classical first-
order networks in a variety of tasks. Even-thought these methods increase the CNN
performance, they are unable to learn by themselves and rely entirely on the CNN
architecture. Furthermore, effectively introducing higher-order representation in earlier
pooling layers, for improving non-linear capability of CNNSs, is still an open problem.

To the best of our knowledge, improved bilinear CNN models have never been used
for FER. We believe that these models can enhance the CNN performance also for FER,
given that FER is very similar to fine grained recognition. In the following sections, we
will give more details about the bilinear and the improved bilinear CNN models. We
will also explore the effect of using them on FER.
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2.3 APPROACH

In this section we will describe the approach we used for our FER task. This technique,
called bilinear CNN model, was inspired by Lin et al. [Lin und Maji, 2017]. It performed
very well on fine-grained visual recognition tasks, and was later improved in [Lin und
Maiji, 2017]. We will describe bellow in more details bilinear CNN models and the im-
proved version.

2.3.1 Bilinear CNN models

Bilinear pooling models were first introduced by Tenenbaum and Freeman [Tenenbaum
und Freeman, 2000]. Also called second order pooling models, they were used to sepa-
rate style and content. These models have been later used for fine grained recognition

and semantic segmentation using both hand-tuned and learned features.

C

&)= —

Pooling

ﬂiﬂl/]

Figure 2.2 — A bilinear model

For image classification, we can generally formulate a bilinear model B as a quadru-
ple B(fa, fB, P,C) (Figure 2.2). Where fa, and fg, are feature functions, P a pooling
function and C a classification function. A feature function takes an image Img and a
location I € Loc as inputs and produces a feature vectors, for each location in Loc, as
follows:

f(l, Img) — R° (2.1)

We then combine these feature functions outputs vectors using the tensor product
(equation 2.2) at each location. Here, A and B are feature vectors produced by the feature

functions f o, and fp respectively.

40



Chapter 2. Improved Bilinear Model For Facial Expression Recognition

- - - - _albl a1b2 Ellbc_
a1 b1
a2b1 azbz Elec
an bz
A®B=|.|®|.|=|" ' ' (2.2)
_ac_ _yb_ _anbl aan een acbc_

Formally, the bilinear feature combination of f and fg at a location I € Loc is given

by:

Bilinear(l,Img, fa, f8) = fa(l,Img) ® fg(l, Img) (2.3)

The pooling function P combines the bilinear features throughout the different locations
in the image (equation 2.4), which will produce a global image descriptor. One of the
most used pooling functions are the sum and the max-pooling functions of all the bilin-
ear features. Both functions ignore the location of the features and are hence orderless

[Lin u.a., 2015].

P(Loc, Img, fa, f5) = Y. fa(l, Img)® fis(l, Img) (24)

I€Loc

A natural candidate for the feature function f is a CNN consisting of a succession
of convolutional and pooling layers. According to [Lin u.a., 2015], the use of CNNss is
beneficial at many levels. It allows to use pre-trained CNNs in which we take only the
convolutional layers including non-linearities as feature extractors. This can be beneficial
specially when domain specific data is scarce. Another benefit of using only the convolu-
tional layers is that the resulting CNN can process images of an arbitrary size in a single
forward-propagation step. It produces outputs indexed by the location in the image and
feature channel, in addition of reducing considerably the network’s parameters num-
ber. Finally, the use of CNNs for a bilinear model allows this model to be trained in an
end-to-end fashion. This technique has been used in a number of recognition tasks. For
instance object detection, texture recognition and fine-grained classification and shown
to give very good results.

Lin et al.[Lin u.a., 2015] proposed bilinear CNN Models for fine-grained visual
recognition (Figure 2.3). The model consists of two CNNSs, each trained to recognize
special features. The resulting feature maps are sum-pooled to aggregate the bilinear
features across the image. The resulting bilinear vector is then passed through signed
square-root step, followed by L2 normalization, which improves performance in prac-

tice. Finally, the result will be fed to a classifier.
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Figure 2.3 — Bilinear CNN architecture.

CNN_B

Improved bilinear pooling

Lin et al.[Lin und Maji, 2017] have also investigated various ways of normalization to
improve the representation power of their bilinear model. In particular, a class of ma-
trix functions were used to scale the spectrum (eigenvalues) of the co-variance matrix
resulting of the bilinear pooling. One example of such normalization is the matrix-
logarithm function defined for Symmetric Positive Definite (SPD) matrices. It maps the
Riemannian manifold of SPD matrices to an Euclidean space that preserves the geodesic
distance between elements in the underlying manifold (Figure 2.4). An other normal-
ization is the matrix square-root normalization which offers significant improvements
and outperforms the matrix logarithm normalization when combined with element-wise
square-root and L2 normalization. This improved the accuracy by 2-3% on a range of
fine-grained recognition datasets leading to a new state-of-the-art.

Log(A)
:" A or Al/z sgn-sqrt(A) L2Norm(A) \Si)ftmax
CNN_A Bilinear - —_ - — -
Pooling Flatten

CNN_B

Figure 2.4 — Improved Bilinear CNN architecture.

The strength of bilinear models relies in the fact that they capture higher interac-
tion between image locations, which makes the model more discriminant than a simple
model. This allowed them to achieve impressive results in various image recognition
tasks including FER. For instance, bilinear pooling has recently been used for FER in

fine-grained manner [Zhou u.a., 2018]. Compact bilinear pooling has also been used
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in a multi-modal emotion recognition combining facial expressions and voice sound
[Nguyen u. a., 2018]. But as far as we know, the improved bilinear pooling has never been
used for FER. In the following section, we will explore the effect of using an improved
bilinear CNN for FER. We will also implement a bilinear CNN to further appreciate the
enhancement that can the improved bilinear CNN provide.

2.4 EXPERIMENTS

In this section we will give more details about the experiments we performed in order to
evaluate the approach described above. First, we give a brief description of the datasets
we have used. After that, we describe architecture of the used models and training
process. Finally, we discuss the obtained results.

2.4.1 Datasets

Our experiments have been conducted on three well-known facial expression datasets,
namely the RAF-DB [Li u. a., 2017], ExpW [Zhang u. a., 2018b] and FER2013 [Goodfellow
u.a., 2013]. Facial expression datasets contain few classes that are nearly identical, which
makes the recognition process more challenging.

In order to have the same dataset structure for all datasets, we divided the validation
subset in RAF-DB [Li u.a., 2017] into validation and test subsets by a ratio of 0.5 each.
We have also divided ExpW dataset with a ratio of 0.7 for training, o.15 for validation
and o.15 for test.

2.4.2 Model architecture and Training process

For our experiment, we have used both a VGG-16 pre-trained on ImageNet database
and a model built from scratch. For the VGG-16 we only took the convolution layers
without the top fully connected ones. We added a batch normalization layer after each
convolution layer (this enhances the model’s accuracy by nearly 1%). We added only
one fully connected layer of size 512 and a final Softmax layer of seven output classes.

On the other hand, our model architecture, as shown in Figure 2.5 is quite simple
and can effectively run on cost-effective GPUs. It is composed of five convolutional
blocks. Each block consists of a convolution, batch normalization and rectified linear unit
activation layers. The use of batch normalization [Zou u.a., 2019] before the activation
brings more stability to parameter initialization and achieves higher learning rate. Each
of the five convolutional blocks is followed by a dropout layer. In the following we refer
to this network architecture as (Model-1).

The only pre-processing which we have employed on all experiments is cropping
the face region and resizing the resulting images to 100 x 100 pixels. We have used
Adam optimiser with a learning rate varying from 0.001 to 5e-5. This learning rate is

decreased by a factor of 0.63 if the validation accuracy does not increase over ten epochs.
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Figure 2.5 — Base model architecture (Model-1).

To avoid over-fitting we have first augmented the data using a range degree for random
rotations of 20, a shear intensity of 0.2, a range for random zoom of 0.2 and randomly
flip inputs horizontally. We have also employed early stopping if validation accuracy
does not improve by a factor of 0.01 over 20 epochs.

Ablation Study

This section explores the impact of using bilinear pooling and improved version on
the overall accuracy of the two base models (VGG-16 and Model-1). All the following
experiments follow the same training process described above.

First we fine tuned the VGG-16 model on the three datasets and trained our model
from scratch. Secondly, we took only the convolution part of the two trained models and
add bilinear pooling (as shown in Fig 2.3) with the following configurations: a) bilinear
pooling on top of VGG-16, b) bilinear pooling on top of Model-1 and c) bilinear pooling
on top of both VGG-16 and Model-1. We begin with fine tuning the bilinear pooling
part only by freezing the underlying models. After that we train model in an end-to-end
fashion. Finally, we repeated the same process of bilinear pooling with the improved
version. That is to take the convolution part only of the fine-tuned VGG-16 and Model-1
and add the improved bilinear pooling (as shown in Fig2.4). We followed the same three
configurations used for bilinear pooling.

Table 2.1 present the result of the two base models with comparison to these mod-
els with bilinear pooling and improved bilinear pooling. The VGG-16 model attains an
accuracy rate of 65.23%, 67.61% and 85.23% on FER2013, ExpW and RAF-DB respec-
tively. Whereas Model-1 attains an accuracy of 70.13%, 75.91% and 87.05% respectvely
on FER2013, ExpW and RAF-DB.
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Table 2.1 — Accuracy Rates of the proposed approach

Dataset

Models FER2013 | ExpW | RAF-DB
VGG-16 65.23% | 67.61% | 85.23%
VGG-16-BP? 68.15% | 68.82% | 85.77%
VGG-16-IBPP 68.71% | 69.1% | 86.34%
Model-1 70.13% | 75.91% | 87.05%
Model-1-BP? 71.63% | 76.59% | 88.48%
Model-1-IBPP 72.65% | 77.81% | 89.02%
(VGG-16/Model-1)-BP? 70.37% | 73.57% | 86.47%
(VGG-16/Model-1)-IBPP 71.22% | 74.41% | 87.13%

4BP: Bilinear Pooling.
PIBP: Improved Bilinear Pooling.

On the other hand one can notice that the use of bilinear pooling on top of a model
increases considerably its accuracy. As reported in table 2.1, the use of bilinear pooling
on to of VGG-16 increases the accuracy for nearly 3% for FER2013 and more than 1%
for both ExpW and RAF-DB. Similarly, the use of bilinear pooling on top of Model-1
increases the accuracy for about 1% on all datasets. However using bilinear pooling
on top of both models gives an average accuracy rate between the underlying models
accuracies. The resulting accuracy rates are 70.37%, 73.57% and 86.47% for FER2013,
EwpW and RAF-DB respectively. This is due to the difference in accuracy between the
two underlying models in the first place.

Finally, the use improved bilinear pooling increases further the accuracy rate for
about 1% for all models with all datasets, compared to bilinear pooling. For instance,
the accuracy rate of improved bilinear pooling on top of VGG-16 is 68.71%, 69.1% and
86.34% for FER2013, ExpW and RAF-DB respectively. Similarly, improved bilinear pool-
ing on top of Model-1 gives 72.65%, 77.81% and 89.02% accuracy rates respectively for
FER2013, ExpW and RAF-DB. The accuracy rate also increases when using improved
bilinear pooling on top of both models. The later gives 71.22%, 74.41% and 87.13% on
FER2013, ExpW and RAF-DB respectively.

These results demonstrate that the use of bilinear pooling and specially improved
bilinear pooling, in the case of FER problem, are beneficial for the overall accuracy of
the model. These techniques enhance the discriminative power of the model, compared
to a CNN with only fully connected layers.

2.4.4 Comparison with the State-of-the-Art

In this section, we compare the performance of the bilinear and improved bilinear CNN
with respect to several state-of-the-art FER methods. The obtained results are reported

in Table 2.2.
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Table 2.2 — Accuracy rate of the proposed approach and state of the art approach

Dataset
Models FER2013 | ExpW | RAF-DB
VGG-16-BP? 68.15% | 68.82% | 85.77%
VGG-16-1BPP 68.71% | 69.1% | 86.34%
Model-1-BP? 71.63% | 76.59% | 88.48%
Model-1-IBPP 72.65% | 77.81% | 89.02%
(VGG-16/Model-1)-BP? 70.37% | 73.57% | 86.47%
(VGG-16/Model-1)-IBPP 71.22% | 74.41% | 87.13%
Tang et al. [Tang, 2013] 71.16% - -
Guo et al. [Guo u. a., 2016] 71.33% - -
Kim et al. [Kim u. a., 2016] 73.73% - -
Bishay et al. [Bishay u. a., 2019] - 73.1% -
Lian et al. [Lian u. a., 2020] - 71.9 % -
Acharya et al. [Acharya u.a., 2018a] - - 87%
S Li et al. [Li und Deng, 2018b] - - 74.2%
Z.Liu et al. [Liu u.a., 2017b] - - 73.19%

4BP: Bilinear Pooling.
PIBP: Improved Bilinear Pooling.

According to Table 2.2, the bilinear and improved bilinear CNN outperforms the
state-of-the-art methods on the ExpW dataset. The best accuracy rate is 77.81% and has
been reached using the improved bilinear pooling on top of Model-1. Bilinear pooling
on top of Model-1 gives, for his turn, 76.59%. Moreover bilinear and improved bilinear
on top of both VGG-16 and Model-1 gives respectively 73.57% and 74.41%. Whereas
bilinear pooling and the improved version on top of VGG-16 give lower rates than state-
of-the-art methods [Bishay u.a., 2019] (73.1%).

On RAF-DB dataset, the accuracy of our models is also superior to state of the art
methods. The best accuracy rate is 89.02% and has been reached using the improved
bilinear pooling on top of Model-1. Bilinear pooling on top of Model-1 gives, for his
turn, 88.48%. Moreover improved bilinear on top of both VGG-16 and Model-1 gives
87.13%. Whereas bilinear pooling and the improved version on top of VGG-16, as well
as bilinear pooling on top of both VGG-16 and Model-1 give lower rates than state-of-
the-art methods [Acharya u. a., 2018a] (87%).

For FER2013, even thought using the bilinear and improved bilinear pooling im-
proves considerably the models accuracy, the obtained results are still under the state of
the art results. The best accuracy rate for this dataset, namely 72.65%, was reached us-
ing improved bilinear pooling on top of Model-1. Which 1% less than the state-of-the-art
method [Kim u. a., 2016] (73.73%).
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CONCLUSIONS AND PERSPECTIVES

This study proposes a FER method based on the improved bilinear CNN model. In this
framework, various ways of normalization are used to improve the accuracy, including
the matrix square root, element-wise square root and L2 normalization. To validate our
method, we have used three large, well known, facial expression databases which are
FER2013, RAF-DB and ExpW. In order to evaluate the improvement of our method, we
have first implemented a CNN from scratch and fine-tuned pre-trained VGG-16 on our
facial expressions datasets. After that we have implemented a bilinear model on top of
the above models individually and on top of both of them. Finally, we repeated the same
procedure with the improved bilinear model. The experiments show that this framework
improves the overall accuracy for about 3%.

Bilinear models have been shown to achieve very good accuracy results on different
visual recognition domains, like fine grained recognition, semantic segmentation and
face recognition. Nevertheless, the dimensions of bilinear features are very high, usually
on the order of hundreds of thousands to a few million. The reason why they are not
practical for many visual recognition fields. Moreover, matrix square root function and
bilinear pooling function are very memory and CPU consuming, which decrease the
performance of the model. Therefore, many improvements have been applied to CNN,
for instance compact bilinear pooling [Gao u. a., 2016], reaching the same discriminative
power as the full bilinear representation but with a representations having only a few
thousand dimensions. An other improvement is the kernel pooling for CNNs [Cui u. a.,
2017] which is a general pooling framework that captures higher order interactions of
features in the form of kernels.

Our Future work will focus on using more compact alternatives of the methods used
in this work. Moreover, our perspective is to use multiple input data types (text, image
and sound) in parallel, thus forming a multilinear FER model.
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P

ooling layers are spatial down-sampling layers used in CNNs to gradually down-
scale the feature map, increase the receptive field size and reduce the number of

the parameters in the model. The use of pooling layers leads to less computing com-

plexity and memory consumption reduction but also introduces invariance to certain

filter distortions which may induce subtle detail loss. This behaviour is undesired for

some fine-grained recognition tasks such as FER which highly relies on specific regional

distortion detection. In this chapter, we introduce a more filter distortion aware pooling

layer based on kernel functions. The proposed pooling reduces the feature map dimen-

sions while keeping track of the majority of the information fed to the next layer in-

stead of ignoring part of them. The experiments on RAF, FER2013 and ExpW databases

demonstrate the benefits of such layer and show that our model achieves competitive

results with respect to the state-of-the-art approaches.
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INTRODUCTION

Pooling layers generally enhance the network performance and are mainly used for
the gradual spatial down-sampling of the feature map. This will reduce the parameters
number and thus reduces the memory consumption and computing complexity. In addi-
tion, pooling layers increase the receptive field size of the intermediate neurons allowing
the latter to receive information from a larger area of the image. However, pooling layers
introduce invariance to slight distortion which decreases the network performance on
FER tasks as this distortion may cause the loss of some discriminative details [Gao u.a.,
2019b].

In the literature, three conventional pooling methods have usually been employed
with CNNs, namely: (1) max pooling, (2) average pooling and (3) strided convolution,
having each their advantages and drawbacks. Max pooling, for instance, only keeps the
largest input values assuming that the rest of values are not representative and do not
bring relevant information. This assumption however is not always true, especially in the
last layers of the network where even the small values represent a very relevant informa-
tion. Therefore max pooling dramatically reduces the amount of useful information in
the forward pass. Moreover, max pooling wrongly affects the learning of the network in
the backward pass, since only one branch is activated in each input neighborhood. In an
average pooling layer, all the inputs equally contribute to the output computation. This
causes a constant and gradual attenuation of the contribution of individual neurons in
the backward and forward passes [Saeedan u.a., 2018]. Strided convolution is simply
a convolution layer with a stride bigger than one. This kind of layer is used in some
very deep networks like ResNet [Cohen und Welling, 2016], whereas max and average
pooling are used in mid-size networks like VGG [Simonyan und Zisserman, 2014] and
GoogleNet [Szegedy u. a., 2015].

Although, these pooling methods are easy to compute from an input neighborhood,
they omit important discriminant details which are crucial to many fine-grained clas-
sification problems. Particularly for FER, in which, we are more interested in detecting
specific distortions of facial regions rather than simply identifying it in a given location
(which is the case in a max-pooling operation [Acharya u.a., 2018b]). To handle this
problem, we introduce in this chapter, a more filter-distortion aware pooling layer based
on a kernel function which reduces the feature map dimensions while keeping track
of the most discriminant information for FER instead of ignoring part of it. We show
that the proposed layer improves the model performance in FER task, without many

additional parameters.

Our contributions

We propose a FER method based on a CNN model to which we specifically designed
a novel pooling layer that retains the down-sampling advantage of the ordinary pool-

ing function and brings several new features. The proposed pooling layer has learnable
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weights which generalize standard pooling functions (i.e. max and average pooling). In
other words, it can learn a suitable pooling from a continuum of methods that ranges
from average to max (or extremum) pooling. It additionally encodes patch-wise non-
linearity which in turn improves the discrimination power of the full network. The novel
pooling is completely differentiable and can be used at any level of the network, allow-
ing an end-to-end learning.

The remainder of this chapter is organized as follow: Section 3.2 reviews similar
works that have been proposed for pooling based networks. Section 3.3 introduces the
proposed pooling layer for FER. Section 3.4 presents the different conducted experi-
ments and their related results. Section 3.5 concludes the chapter.

POOLING METHOD: AN OVERVIEW

All presented CNN based methods [Li und Deng, 2018a] use one or many conventional
pooling layers (max/average pooling, or strided convolution). As stated in Section 3.1
these pooling layers introduce invariance to slight distortion which may decrease the
network performance on fine-grained classification tasks. Several methods have been
proposed to overcome this limitation and thereby improves the performance of CNNS.
As discussed in chapter 2, several pooling techniques were proposed in the literature.
However, all these methods are always plugged at the end of the network, right be-
tween the convolution layers and the fully connected layers. They act as a basis expan-
sion layers, increasing thereby the discrimination power of the fully connected layers.
This discrimination power is back-propagated through the convolution layers allowing
the network to learn in an end-to-end fashion. These methods have attracted increasing
attentions, achieving better performance than classical, first-order networks in a variety
of computer vision tasks. Even-thought these methods increase the CNN performance,
they are enable to learn by themselves and rely entirely on CNN architecture. Fur-
thermore, how to effectively introduce higher-order representation in earlier layers for
improving non-linear capability of CNNSs is still an open problem. In the following we
describe some of the proposed pooling methods used in CNNS.

1. Mixed Pooling

Max pooling extracts only the maximum activation whereas average pooling
down-weighs the activation by combining the non-maximal activations. To over-
come this problem, Yu et al. [Yu u. a., 2014a] proposed a hybrid approach by com-
bining the average pooling and max pooling. This approach is highly inspired by
dropout [Hinton u.a., 2012] and Drop connect [Wan u.a., 2013]. Mixed pooling
can be represented as:

1

Sj = Amaxieg.a; + (1-A7) Rl

Z a; (3.1)

ZER,'
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where A decides the choice of either using max pooling or average pooling. The
value of A is selected randomly either o or 1. When A = 0 it behaves like average
pooling, and when A = 1 it works like max pooling. The value of Ais recorded for
forward-propagation order and it is used during the backpropagation process. Yu
et al. showed its superiority over max and average pooling by performing image
classification on three different datasets.

. L, poling

Sermanet et al. [Sermanet u.a., 2012] proposed the concept of L, pooling and
claimed that its generalization ability is better than max pooling. In this pooling, a
weighted average of inputs is taken in pooling region. It is represented as:

Sj= ﬁ Z af (3.2)

ZGR]'

where S; represents the output of the pooling operator at location j, 4; is the feature
value at location i within the pooling region R;. The value of p varies between 1
and co. When p = 1, L, operator behaves as average pooling and at p = o it leads
to max-pooling. For L, pooling, p > 1 is examined as a trade-off between average
and max pooling.

. Stochastic Pooling

Inspired by the dropout [Hinton u.a., 2012], Zeiler and Fergus [Zeiler und Fer-
gus, 2013] proposed the idea of stochastic pooling. In max pooling, the maximum
activation is selected from each pooling region. Whereas the areas of high activa-
tion are down-weighted by areas of low-activation in average pooling, because all
elements in the pooling region are examined, and their average is taken. It is a
major problem with average pooling. The issues of max and average pooling are
addressed using stochastic pooling. Stochastic pooling applies multinomial distri-
bution to pick the value randomly. It includes the non-maximal activations of the
feature map. In stochastic pooling, first, the probabilities P; is computed for each
region j by normalizing the activations within the regions, as given in:

a;

p=_
LkeR; @k

(33)
These probabilities create a multinomial distribution that is used to select location
I and corresponding pooled activation a; based on p. Multinomial distribution se-
lects a location ! within the region. In simple words, the activations are selected
based on the probabilities calculated by multinomial distribution. In this, all ac-

tivations get the chances according to their probability proportionate. Stochastic
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pooling prohibits overfitting because of the stochastic component. Some advan-
tages of max-pooling are also available in the stochastic pooling, and it also uti-
lizes non-maximal activations. It is to be noted that stochastic pooling represents
the multinomial distribution of activations within the region; hence the selected
element may or may not be the largest element. It gives high chances to stronger

activations and suppresses the weaker activations.

. Spatial Pyramid Pooling

Among the new methods used for the pooling layer, is the spatial pyramid pool-
ing. Spatial pyramid pooling [Grauman und Darrell, 2005, Lazebnik u.a., 2006]
(popularly known as spatial pyramid matching or SPM [Lazebnik u.a., 2006]), as
an extension of the Bag-of-Words (BoW) model [Sivic und Zisserman, 2003], is one
of the most successful methods in computer vision. It partitions the image into
divisions from finer to coarser levels and aggregates local features in them. In [He
u.a., 2015b], He et.al introduced a spatial pyramid pooling (SPP) [Grauman und
Darrell, 2005, Lazebnik u. a., 2006] layer to remove the fixed-size constraint of the
network. Specifically, they added an SPP layer on top of the last convolutional
layer. The SPP layer pools the features and generates fixed-length outputs, which
are then fed into the fully-connected layers. In other words, Huang et.al in [Huang
u.a., 2020] performed some information aggregation at a deeper stage of the net-
work hierarchy, between convolutional layers and fully-connected layers, to avoid
the need for cropping or warping at the beginning and build the YOLO detection
method.

. Region of Interest Pooling

The Region of Interest (Rol) Pooling layer is an important component of convolu-
tional neural networks which is mostly used for object detection [Girshick, 2015]
and segmentation [Liu u.a., 2017a]. The ROI pooling layer worked by shifting the
processing specific to individual bounding-boxes later in the network architecture.
An input image is processed through the deep network and intermediate CNN
feature maps (with reduced spatial dimensions compared to the input image) are
obtained. The ROI pooling layer takes the input feature map of the complete im-
age and the coordinates of each ROI as its input. The ROI co-ordinates can be
used to roughly locate the features corresponding to a specific object. However,
the features thus obtained have different spatial sizes because each ROI can be of

a different dimension.

Since CNN layers can only operate on fixed dimensional inputs, an ROI pooling
layer converts these variable sized feature maps (corresponding to different object
proposals) to a fixed-sized output feature map for each object proposal. The fixed-
size output dimensions are a hyper-parameter which is fixed during the training

process. Specifically, this same-sized output is achieved by dividing each ROI into
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a set of cells with equal dimensions. The number of these cells is the same as
the required output dimensions. Afterward, the maximum value in each cell is
calculated (max-pooling) and it is assigned to the corresponding output feature

map location.

Using a single set of input feature maps to generate a feature representation for
each region proposal, the ROI pooling layer greatly improves the efficiency of a

deep network.

6. Universal pooling

Hyuan et al. [Hyun u.a., 2019] proposed a new pooling method called universal
pooling. The method intends to generate pooling function which better fits any
problem given a dataset. Universal pooling has been inspired by attention meth-
ods and can be considered as a channel-wise form of local spatial attention. The
strength of these methods relies on the fact that they capture additional discrimi-
nant information compared to conventional pooling techniques. This makes them

more suitable for fine-grained classification problem.

In this chapter, we build upon these works and introduce a novel pooling layer
that not only uses all input information but also extracts linear and non-linear relations
between features. To do so, we leverage kernel functions which allow to generalise linear

pooling while capturing higher order information.

PROPOSED METHOD

We propose an end-to-end model to perform the FER task. Our network architecture is
simple. It is designed to capture discriminant facial features through successive layers
of multiple non-linear transformations and representations. It follows standard CNN as
it alternates convolutional and pooling layers and ends with a fully connected softmax
activation layer (see Figure 3.1). The convolutional layers learn several filter weights
which are convolved with the input facial image and produce a set of feature maps. The
filter weights are learned such that the final classification score is high (categorical cross
entropy loss is employed, see Section 3.3.2).

The novelty in this work is a specific pooling layers which are more sensitive to subtle
details in feature maps than standard pooling techniques (i.e. max-pooling, average-
pooling, etc). This is ensured by adding learnable weights to the pooling layers, similarly
as in convolutional layers, while reducing the feature map size. By doing so, the standard
pooling techniques can be seen as a particular case of our new pooling with fixed (non-
learnable) weights. In Section 3.3.1, we present our proposed pooling layer used for
boosting the FER task.
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3.3.1 Learnable pooling

The proposed learnable pooling layer is similar to an ordinary pooling one in the way
that it applies a pooling function on a specific location and a specific stride. The differ-
ence from previous poolings corresponds to the capability to dynamically extract more
relevant features from the input map. This is particularly performed by learning differ-
ent pooling weights for each feature map. These weights are learned in a similar fashion
as convolutional weights but with a single depth output (see Figure 3.1).

— \ 3* Conv (5,5)/64, BN,ReL  3*Conv (3,3)/128, BN, ReLU  3*Conv (3,3)/256, BN, ReLU 2* Conv (3,3)/512, BN, ReLU Conv (3,3)/512, BN, ReLU Softmax (7)
= R
T
-

[‘ﬂ—lr AP W P

K(X,W) K(X, W) K(X,W) K(X, W) K(X,W)
/J/ __4 _4 __4 4 S
w 2 w 2 w2 w2 w2

Learnable pooling Learnable pooling Learnable pooling Learnable pooling Learnable pooling

Figure 3.1 — Our proposed network architecture for FER task. The CNN alternates convolutional layers
and specifically designed layers. It ends by a fully softmax activation layer. Each convolutional layer is
followed by batch normalization and rectified linear unit activation.

Finally, a combination of the original feature map and the resulting weights is com-
puted using a specific function. This function is carefully chosen to capture linear and
non linear relations between both the weights and the original feature map. The output
of our pooling layer is a new feature map with reduced high and width.

Formally and as shown in Figure 3.2, we consider a flattened feature map vector
x = {x1,x2,...,x;} and a vector of pooling weights w = {w;, wy, ..., w;}. In Figure 3.2,
d is equal to 4 which corresponds to a 2 x 2 pixels. The vector w can be seen as a second
feature map which is dynamically learned. In order to capture linear and non-linear
relations between x and w, we employ a Symmetric Positive Definite (SPD) function
K : RY x R — R. The choice of the SPD function is motivated by the fact that stan-
dard pooling (e.g. average pooling) can be considered as a linear combination of fixed
filter weights and the feature map values in a particular location. For instance given

the feature map vector x and a set of non-learnable weights w = {1/d,1/d,...,1/d},
d

the average pooling can be computed as: Y w; * x; = xTw which is the dot product of
i=1

both vectors x and w, and corresponds to the inner product in R?. By employing a SPD

function, we emulate an inner product in a higher dimensional space after a non linear

mapping of both x and w vectors. Thus, the pooling operation turns out to be

(9(x), p(w)) = K(x, w). (34)

In this work, we employed three different functions defined on the feature map space
which has an Euclidean structure R?.
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e Linear kernel:

K(x,w) = xTw, xweR". (3.5)
¢ Polynomial kernel:
K(x,w) = (xTw+7r)", xweR,r>0. (3.6)

¢ Gaussian kernel (RBF Kernel):

_ llx—w]?

K(x,w)=e 27, xwé€ RY, o > 0. (3.7)

The linear kernel (Equation 3.5) looks at the similarity between the feature map vec-
tor x and the filter weight vector w. Starting form n > 1 in Equation 3.6, the polynomial
kernel encodes not only the linear relation between both x and w vectors, but also non-
linear relations between them. Thanks to the exponential term in Equation 3.7, the Gaus-
sian kernel expands the pooling non-linearity to the infinity. This expansion can also be
reached by other functions, such as the Laplacian kernel defined by K (x, w) = e~*l*~%l,
or the Abel kernel defined as K(x, w) = e~ =l where, & > 0 in both kernels.

The proposed learnable pooling preserves the main purpose of a standard pooling
layer which corresponds to the down-sampling of the input feature map. But it not only
summarizes the presence of specific features in patches, it also captures the non-linear
relations between these features.

3.3.2 Learning

Our network ends with a fully connected layer to make sure that all activations in the
previous layer are connected to the last layer and to allow the pooled 2D feature maps
to be converted into a vector of probabilities for FER. In this work, we chose to use the
traditional softmax layer, with a cross entropy loss, to simply force features of different
expressions to remain apart. Many authors have proposed advanced losses for FER
such as the center loss [Wen u. a., 2016], the island loss [Cai u. a., 2018], and the locality-
preserving loss [Fabian Benitez-Quiroz u.a., 2016]. However here we opt for a simple
softmax layer and a cross entropy loss to demonstrate the efficiency of the proposed
learnable pooling layer.

Given a facial image I with a label vector y of y; elements (y; = 1 if I belongs to C;
otherwise y; = 0 where C; indicates the ground truth expression of the face in I), the
objective of our learning problem is to minimize the cross entropy loss over the set of C

classes :

c
CE =) yilog(f(I)), (3.8)

where f(I); stands for the softmax activation of the i — th class.
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Figure 3.2 — The processing of the learnable weights pooling layer is similar to usual pooling layer in
the manner that it down-scales the spatial dimensions of the input. Learnable weights pooling rely on
learnable weights to encode important relations between features through kernel function.

The learnable pooling weights are initialized using He normal function. It draws

samples from a truncated normal distribution centered on 0 (zero) with a standard

2
stddev = 4/ N (3.9)

Where N is the number of input units in the weight tensor.

deviation given by:

EXPERIMENTS

In order to evaluate our method, several experiments have been conducted on three
well-known datasets, namely the RAF-DB [Li u. a., 2017], ExpW [Zhang u. a., 2018b] and
FER2013 [Goodfellow u.a., 2013]. The only preprocessing which we have employed on
all experiments is cropping the face region and resizing the resulting images to 100 x 100

pixels.
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Training process

In order to demonstrate the efficiency of the proposed learnable pooling, we build a
simple CNN from scratch, in addition of using two pre-trained models, namely: ResNet-
50 and VGG-16. We have used Adam optimiser with a learning rate varying from o.001
to 5e-5. This learning rate is decreased by a factor of 0.63 if the validation accuracy does
not increase over ten epochs. To avoid over-fitting we have also augmented the data
using a range degree for random rotations of 20, a shear intensity of 0.2, a range for
random zoom of 0.2 and randomly flip inputs horizontally.

As shown in Figure 3.1 our model architecture is quite simple and can effectively
run on cost-effective GPUs. It is composed of five convolutional blocks. Each block con-
sists of a convolution, batch normalization and rectified linear unit activation layers. The
use of batch normalization [Zou u.a., 2019] before the activation brings more stability
to parameter initialization and achieves higher learning rate. Each of the five convolu-
tional blocks is followed by a pooling layer. In the following we refer to this network
architecture as (Model-1).

Ablation Study

This section explores the impact of the use of the proposed learnable pooling layer
on the overall accuracy of Model-1, VGG-16 and ResNet-50. We evaluated the perfor-
mance of these network architectures with different pooling techniques. First, we eval-
uate these three models using the standard pooling techniques, namely: max pooling,
average pooling and strided convolution. After that, we replaced these poolings by our
learnable pooling layers. We studied the behaviour of four different kernel functions,
namely; (1) the linear kernel, (2) the second-order polynomial kernel, (3) the third-order
polynomial kernel and (4) the Gaussian RBF kernel. We also evaluated the performance
of these methods with different window sizes. The experiments show that the increase
of the pooling window affect negatively the performance of the model. Yet our pool-
ing method still performs better than the usual pooling methods. As consequence, the
smallest pooling window (2 X 2) is the best suited for better results.
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3rd Polynomial
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Figure 3.3 — Visualisation of the outputs from the pooling layers. These visualisations are generated from
two facial expressions (the face in the left, and the face in the middle). Given an input image, we show the
feature maps after each of the five pooling layers used in our CNN. The first row shows the feature maps
after third polynomial kernel based pooling. The second and the third rows present feature maps after the
standard average and max pooling respectively.
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Figure 3.4 — Visualizations of accuracy versus epoch plots. This figure reports the impact of the learnable
pooling on the convergence speed of the used CNN. A comparison between the performance of the CNN
using max pooling, the third order polynomial, and the RBF pooling methods on the RAF-DB dataset.
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Table 3.1 — Accuracy rate of our proposed approach for different pooling strategies. In this table, Model-1
architecture is used with the indicated pooling method

| Pooling | ExpW | RAF-DB | FER2013 |
Max 75.91% | 87.05% | 70.49%
AVG 75.74% | 86.89% | 70.13%

Strided Conv | 73.81% | 85.23% | 68.74%
Linear kernel | 76.28% | 90.81% | 70.69%
2"-order Poly | 76.64% | 92.87% | 70.88%
3"%-order Poly | 76.81% | 93.21% | 71.35%
Gaussian RBF | 76.42% | 92.74% | 70.74%

The experiments are conducted with the same training parameters as described
above. Tables 3.1, 3.2 and 3.3 present the results of Model-1, ResNet-50 and VGG-
16 using standard pooling methods with comparison to the proposed learnable pooling.
From table 3.1, one can notice that considering Model-1 architecture, the use of max or
average pooling gives approximately the same results with a slight improvement when
max pooling is employed. On the other hand, strided convolution reaches lower accu-
racy rates than both max and Average pooling. In the case of max pooling, Model-1
attains 75.91%, 87.05% and 70.49% of accuracy rate on respectively ExpW, RAF-DB and
FER2013 datasets. When using average pooling layers instead of max pooling, Model-1
reaches an accuracy rate of 75.74%, 86.89%, and 70.13% for respectively ExpW, RAF-DB
and FER2013 datasets. Whereas, using strided convolution, model-1 reaches an accu-
racy rate of 73.81%, 85.23% and 68.74% respectively on ExpW, RAF-DB and FER2013
datasets. However in contrast to these three cases, the use of learnable pooling layers in
Model-1 considerably increases their accuracy. As reported in Table 3.1, the accuracy of
Model-1 in which we use a learnable pooling with a linear kernel increases the accuracy
up to 0.4% for ExpW, 3.75% for RAF-DB and 0.2% for FER2013.

Following the same principle, we further studies the impact of the usage of three
additional kernels; (1) the second-order polynomial kernel with » = 1, (2) the third-
order polynomial kernel with » = 1 and (3) the Gaussian kernel with o = 0.9. Although
the computational complexity of these kernels is higher compared to the max and the
average pooling, they strongly improve the model accuracy when used. As shown in
Table 3.1, 3.2 and 3.3, the same model architecture but using the third-order polynomial
kernel outperforms the other methods. The use of this kernel improves the accuracy rate
close to 71.35% for Model-1 on FER2013, 76.81% on ExpW, and enhances the accuracy
rate up to 93.21% on RAF-DB. Less efficient than the third-order polynomial kernel
but also computationally expensive is the Gaussian kernel. It increases the accuracy, for
Model-1, up to 76.42% for ExpW and 70.74% FER2013 comparing to max and average
poolings and 92.74% for RAF-DB. Moreover, the Gaussian kernel takes a considerable
time to converge. Finally, according to Table 3.1, the second-order polynomial kernel
is less efficient than the third-order one but remains better than the Gaussian kernel.

It merely outperforms the linear kernel with slightly higher complexity. However, it is
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the fastest kernel to converge compared to the third-order polynomial and the Gaussian
kernels.

Table 3.2 — Accuracy rate of our proposed approach for different pooling strategies. In this table, ResNet-
50 architecture is used with the indicated pooling method

| Pooling | ExpW | RAF-DB | FER2013 |
Max 72.32% | 85.48% | 68.12%
AVG 73.18% | 84.74% | 68.09%

Strided Conv | 73.95% | 85.11% | 68.18%
Linear kernel | 74.35% | 87.72% | 68.42%
2"-order Poly | 74.41% | 88.21% | 68.94%
3@-order Poly | 75.13% | 89.49% | 69.68%
Gaussian RBF | 74.19% | 88.16% | 68.53%

Similarly to Model-1, ResNet-50 with max and average pooling gives approximately
the same results, as shown in table 3.2. In the case of max pooling, ResNet-50 at-
tains 72.32%, 85.48% and 68.12% of accuracy rate on respectively ExpW, RAF-DB and
FER2013. Whereas, when using average pooling ResNet-50 reaches 73.18%, 84.74% and
68.09% of accuracy rate on respectively ExpW, RAF-DB and FER2013. On the other
hand, ResNet-50 with strided convolution reaches better results than max and average
pooling. Strided convolution is the built-in pooling method for pre-trained ResNet-50
model. It gives 73.95% for ExpW, 85.11% for RAF-DB and 68.18% for FER2013. As for
Model-1 the linear kernel on ResNet-50 performs at least as good as the other pool-
ing methods. It reached an accuracy rate of 74.35% on ExpW, 87.72% on RAF-DB and
68.42% on FER2013. The use of higher order kernels also increases the accuracy rate
of ResNet-50. Second order polynomial kernel nearly outperforms the linear kernel. It
attains 74.41%, 88.21% and 68.94% on ExpW, RAF-DB and FER2013 respectively. Third
order polynomial kernel remains the most efficient kernel for our learnable pooling
method. It reached with ResNet-50 an accuracy rate of 75.13% on ExpW, 89.49% on
RAF-DB and 69.68% FER2013. Finally, Gaussian RBF kernel remains the less efficient
non-linear kernel with an accuracy rate of 74.19%, 88.16% and 68.53% on respectively
ExpW, RAF-DB and FER2013.

Table 3.3 — Accuracy rate of our proposed approach for different pooling strategies. In this table, VGG-16
architecture is used with the indicated pooling method

’ Pooling ‘ ExpW ‘ RAF-DB ‘ FER2013 ‘
Max 67.61% | 85.23% | 65.23%
AVG 67.42% | 84.92% | 65.11%

Strided Conv | 66.87% | 84.51% | 64.74%
Linear kernel | 68.17% | 85.86% | 65.67%
2"-order Poly | 68.56% | 86.31% | 66.19%
3"-order Poly | 70.24% | 87.04% | 67.13%
Gaussian RBF | 68.43% | 86.16% | 66.04%

Finally, VGG-16 with standard pooling methods gives approximately the same re-
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sults, similarly to Model-1 and ResNet-50. For instance, max pooling reached 67.61%
on ExpW, 85.23% on RAF-DB and 65.23% on FER2013. Average pooling, on the other
hand, attained 67.42%, 84.92% and 65.11% on ExpW, RAF-DB and FER2013 respectively.
In the case of strided convolution, the accuracy rates reached were 66.87%, 84.51% and
64.74% for ExpW, RAF-DB and FER2013 respectively. Again, linear kernel is at least
as efficient as the standard pooling methods. It reached 68.17%, 85.86% and 65.67% of
accuracy on ExpW, RAF-DB and FER2013 respectively. For the non-linear kernels, third
order polynomial kernel remains the most efficient kernel with 70.24% on ExpW, 87.04%
on RAF-DB and 67.13% on FER2013. Less efficient but faster is the second order poly-
nomial kernel with an accuracy rate of 68.56%, 86.31% and 66.19% on ExpW, RAF-DB
and FER2013 respectively. Finally, Gaussian RBF kernel is the less accurate and slow-
est non-linear kernel with 68.43%, 86.16% and 66.04% on ExpW, RAF-DB and FER2013
respectively.

As demonstrated above, using learnable pooling layers with linear kernels performs
at least as good as the use of layers with max pooling, average pooling or strided convo-
lution. This behaviour can be explained by the fact that the linear kernel can automat-
ically learn the suitable pooling method from a continuum of methods which include
strided convolution, average and max pooling as particular cases. Although our pro-
posed pooling layer increases the number of learnable parameters, compared to the
max and the average pooling, the use of the simple linear kernel gives more flexibility
to the pooling since it acts as a decision maker of which weights to fix or use for each
particular filter. Eventhough, using learnable pooling with non-linear kernels increases
the complexity, it allows the model to reach better results. Second order polynomial ker-
nel outperforms linear kernel with slightly higher complexity. Third order polynomial
kernel add more complexity but reaches the highest results. The less efficient and also
computationally expensive is the Gaussian RBF kernel.

To further compare the proposed pooling technique with standard ones, we display
in Figure 3.3 the output image after each pooling layer. We compared max and aver-
age pooling with the third order polynomial pooling. As depicted in Figure 3.3, our
pooling method is able to capture more details than the standard pooling techniques.
The visualizations show that the third order pooling captures relevant features which
likely correspond to the expression action units e.g. the outlines of the mouth and the
eyes. Moreover, the third order pooling outperforms the other techniques in discarding
non-informative regions. One can clearly notice particularly in the two last layers, even
when the results are abstract and difficult to interpret, that the learnable pooling keep
activation of well localized features (nose, mouth and eyes). On the contrary, one can
also notice some common activated regions particularly in the earlier layers, this can
be explained by the fact that our pooling encompasses standard poolings thanks to the
linear term in the polynomial kernel.

In Figure 3.4, we report the training accuracy and validation accuracy versus epoch
plots of our CNN when using the max pooling, the RBF, and the third order kernel
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pooling layers. These plots give an idea about the influence of the different pooling
techniques on the convergence rate of the network. The sub-Figures demonstrate that
the third order based pooling has an important impact on the convergence speed of
the network compared to the max and the RBF based poolings. Although the compu-
tational complexity of the third order kernel is higher than the max pooling, it is still
able to converge to a higher validation accuracy in less epochs. Yet, the prediction speed
increases accordingly with the kernel complexity. On an average machine, with 6 Gb
GPU, The procesing of an image of size 100 x 100 pixels takes 14 milliseconds with Max
pooling, 14.7 with linear kernel, 16 milliseconds with third degree polynomial kernel
and 18 milliseconds with Gaussian RBF kernel.

Note that in the literature, few researchers claim that the standard max pooling per-
forms a noise removal arguing that it gets rid of noisy features and also brings denois-
ing along with dimensionality reduction [Gao u. a., 2019b]. On the contrary, the average
pooling only carries out dimensionality reduction. Thus, the max pooling is generally
considered to achieve better performance than average pooling. However, by using our
proposed pooling, we demonstrate that the majority of the features in the input feature
map are relevant. By leveraging kernel functions, non-linear relation between features
in a given patch are captured and this allows to performs better than standard max and
average pooling. These results demonstrate that non-linear relations between features
in the feature map produced after a convolutional layer are beneficial for the overall ac-
curacy of the FER problem. The use of the third order pooling kernel allows to achieve
the best performance compared to standard pooling techniques as well as the different
studied kernels.

Table 3.4 — Accuracy rate of our proposed approach and state of the art approach

] Methods \ ExpW \ RAF-DB \ FER2013 ‘
Linear kernel 76.28 % | 90.81% 70.69%
2"-order Poly 76.64% | 92.87 % | 70.88 %
3"@-order Poly 76.81% | 93.21 % | 71.35%
Gaussian RBF 76.42 % | 92.74 % | 70.74%
LIP [Gao u.a., 2019b] 76.52% | 87.63% | 70.79%
Tang et al. [Tang, 2013] - - 71.16 %
Guo et al. [Guo u.a., 2016] - - 71.33 %
Kim et al. [Kim u.a., 2016] - - 73.73 %
Bishay et al. [Bishay u.a., 2019] 73.1 % - -
Lian et al. [Lian u.a., 2020] 71.9 % - -
Acharya et al. [Acharya u.a., 2018a] - 87% -
Kuo et al. [Kuo u.a., 2018] - 65.52% -
Deng et al. [Deng u. a., 2015] - 68.2% -

S Li et al. [Li und Deng, 2018b] - 74.2% -
Z.Liu et al. [Liu u. a., 2017b] - 73.19% -
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Comparison with the State-of-the-Art

In this section, we compare the performance of Model-1 which uses the proposed learn-
able pooling with respect to several state-of-the-art methods. Moreover, we have also
used state-of-the-art pooling method LIP [Gao u.a., 2019b] with Model-1 for further
comparison. The obtained results are reported in Table 3.4. According to Table 3.4, our
proposed model outperforms the state-of-the-art methods on the ExpW dataset. The
best accuracy rate is 76.81% and has been reached using the third order polynomial ker-
nel. The second order polynomial kernel gives 76.64% while the linear kernel achieves
76.28% as accuracy rate. Finally, using the Gaussian kernel our model achieves 76.42%
of accuracy.

On RAF-DB dataset, the accuracy of our model is also superior to state-of-the-art
methods. Using the third order polynomial pooling, our model accuracy exceeds the
other methods by more than 1% and it obtains 93.21%. One can also notice that all
kernels outperform state-of-the-art methods. Using a linear kernel, our model achieves
90.81% of accuracy while 92.87% is reached using the second order polynomial pooling.
The use of the Gaussian kernel allows to reach 92.74%, whereas the best state-of-the-
art method only reports 87% of accuracy [Acharya u.a., 2018a] and 87.63% with state-
of-the-art LIP pooling method [Gao u.a., 2019b]. Similarly, with the ExpW dataset and
using the proposed method, we outperform state-of-the-art methods with all kernels. We
obtained a 76.81% of accuracy using the third order polynomial pooling which exceeds
the other methods by more than 3%. Finally, even though we did not outperform state-
of-the-art methods on FER2013, we confirmed the superiority of our method compared
to standard pooling methods. We reached an accuracy rate of 71.35% with the third
order polynomial pooling which is 2% less than state-of-the-art method [Kim u. a., 2016].
LIP pooling method slightly outperforms linear kernel on the ExpW and the FRE2013
datasets. It is however, outperformed by the third order polynomial pooling on the three
datasets.

Cross-dataset evaluation

We have also evaluated the generalizability of our network on data from different distri-
butions. We conducted an experiment on a cross-dataset. We compared the performance
of our network using the proposed learnable pooling weights with the same network
using standard pooling layers. The considered intra-dataset protocol is a training over
the whole ExpW dataset and a testing on RAF-DB dataset. The obtained results also
confirm the efficiency of the proposed pooling layer in the FER task. Our method using
a linear kernel gives 80.27% as accuracy rate. The use of the second-order polynomial
kernel allows to achieve 80.56%. The third-order polynomial kernel and the Gaussian
RBF kernel give respectively 81.43% and 81.03%. On the contrary, the use of max-pooling
layers instead of our learnable weights only allows to reach 80.12%.
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CONCLUSION

In this chapter, we proposed a FER method based on a CNN model to which we specif-
ically designed a novel pooling layer which retains the down-sampling advantage of an
ordinary pooling function and brings several new features. The proposed pooling layer,
which has learnable weights, generalizes standard pooling functions and, additionally
encodes non-linear relation between features. It is differentiable and can be plugged at
any level of the network, allowing, in turns, an end-to-end learning. The experiments
on ExpW, RAF-DB and FER2013 datasets demonstrate the efficiency of the proposed
pooling method compared to standard pooling. The experiments also showed that the
proposed FER method outperforms state-of-the-art methods. The performance of our
model is essentially due to its capability of capturing high order information that are
crucial for fine-grained classification tasks such as the FER.
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FUlly connected layer is an essential component of Convolutional Neural Networks
(CNNs), which demonstrates its efficiency in computer vision tasks. The CNN pro-
cess usually starts with convolution and pooling layers that first break down the input
images into features, and then analyze them independently. The result of this process
feeds into a fully connected neural network structure which drives the final classification
decision. In this chapter, we propose a Kernelized Dense Layer (KDL) which captures
higher order feature interactions instead of conventional linear relations. We apply this
method to Facial Expression Recognition (FER) and evaluate its performance on RAF,
FER2013 and ExpW datasets. The experimental results demonstrate the benefits of such
layer and show that our model achieves competitive results with respect to the state-of-

the-art approaches.
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INTRODUCTION

Deep neural network architecture was found to be inefficient for computer vision tasks,
since images represent a large input for a neural network (they can have hundreds or
thousands of pixels and up to 3 color channels) with a huge number of connections
and network parameters. CNNs leverage the fact that an image is composed of smaller
details, or features, and creates a mechanism for analyzing each feature in isolation,
which informs a decision about the image as a whole. As part of the convolutional
network, FC layer uses the output from the the convolution/pooling process and learns
a classification decision. It is an essential component of CNNs, which demonstrates its
utility in several computer vision tasks. The input values flow into the first FC layer
and they are multiplied by weights. The latter usually go through an activation function
(typically ReLu), just like in a classic artificial neural network. They then pass forward to
the output layer, in which every neuron represents a classification label. The FC part of
the CNN goes through its own back-propagation process to determine the most accurate
weights where each neuron receives weights that prioritize the most appropriate label.
In fully connected layers, the neuron applies a linear transformation to the input vector
through a weights matrix. It applies a dot product between a vector of weights W =
{w1,wy,...,w,} and an input vector x = {x1,x2,...,x,}, add a bias vector (b > 0) and
eventually applies an activation function f. Let Y; € R be the i'h output from the fully
connected layer for j input values. Then Y; € R is computed as follows:

Yi=f (2 XiWij + Bi) (4.1)

]

One way of thinking about fully connected layers is that each fully connected layer
effects a transformation of the feature space in which the problem resides. The ability
to perform problem-specific transformations can be immensely powerful [Bosagh und
Ramsundar, 2018]. Standard transformation techniques couldn’t solve problems of im-
age or speech analysis, while deep networks are capable of solving these problems with
relative ease due to the inherent flexibility of the learned representations.

In a typical deep neural network, the FC layers comprise most of the parameters of
the network. AlexNet has 60 million parameters, out of which 58 million parameters
correspond to the FC layers [Krizhevsky u.a., 2012]. Similarly, VGGNet has a total of
138 million parameters, out of which 123 million parameters belong to FC layers [Si-
monyan und Zisserman, 2014]. This huge number of trainable parameters in FC layers
are required to fit complex nonlinear discriminant functions in the feature space into
which the input data elements are mapped. This fact However, this large number of
parameters may result in over-fitting the classifier.

To improve the performance of CNNs, several methods using higher order kernel
function than the ordinary linear kernel have been proposed in the literature. In [Cui

u.a., 2017], a novel pooling method in the form of Taylor series kernel has been pro-
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posed. This method captures high order and non-linear feature interactions via compact
explicit feature mapping. The approximated representation is fully differentiable, thus
the kernel composition can be learned together with a CNN in an end-to-end manner.
It acts as a basis expansion layers, increasing thereby the discrimination power of the
FC layers. These methods have attracted increasing attentions, achieving better perfor-
mance than classical first-order networks in a variety of computer vision tasks. Wang et
al. [Wang u.a., 2019] focused more one the convolution part and they proposed to re-
place the convolution layers in a CNN by kernel-based layers, called kervolution layers.
The use of these layers increases the model capacity to capture higher order features at
the convolutional phase.

The remainder of this chapter is organized as follow: Section 4.2 reviews similar
works which was proposed for incorporating kernel function for classification. Sec-
tion 4.3 introduces the proposed KDL for FER. Section 4.4 presents the different con-
ducted experiments and their related results. Section 4.5 concludes the chapter.

KERNELIZED CLASSIFICATION

When working with non-linear problems, it’s useful to transform the original vectors by
projecting them into a higher dimensional space where they can be linearly separated.
One of the most popular kernel based techniques in machine learning is the kernel
Support Vector Machine (KSVM). It is a supervised learning algorithm mostly used
for classification. The main idea is that based on the labeled data (training data) the
algorithm tries to find the optimal hyperplane which can be used to classify new data
points. The kernel SVMs return the inner product between two points in a suitable
feature space. Thus by defining a notion of similarity, with little computational cost
even in very high-dimensional spaces, according to the following equation:

K(X;, X]') = (XiX]' +C)" (4-2)

where C (C € RY) is constant and n (n € Z™") is the polynomial order.

Elisseeffet al. [Elisseeff und Weston, 2001] presented a Support Vector Machine
(SVM) like learning system to handle multi-label problems. Such problems are usually
decomposed into many two-class problems but the expressive power of such a system
can be weak [McCallum, 1999, Schapire und Singer, 2000]. It is based on a large margin
ranking system that shares a lot of common properties with SVMs.

One of the earliest attempts to connect neural networks and kernel methods was the
sigmoid kernel [Vapnik Vladimir, 1995], which became popular in SVMs due to the early
success of the neural networks. This kernel was inspired by the sigmoid activation used
in the early generations of neural networks. More recently, the authors of [Cho und Saul,
2009] proposed a family of kernel functions that mimic the computation in multilayer
neural nets, and showed their usage in multilayer kernel networks. Chen et al. [Chen

68



43

Chapter 4. Kernelized dense layers for facial expression recognition

u.a., 2018] proposed a simple yet effective framework for point set feature learning by
leveraging a nonlinear activation layer encoded by Radial Basis Function (RBF) kernels.
It models the spatial distribution of point clouds by aggregating features from sparsely
distributed RBF kernels. A typical RBF kernel, e.g. Gaussian function, naturally penal-
izes long-distance response and is only activated by neighboring points. Such localized
response generates highly discriminative features given different point distributions. In
addition, it allows joint optimization of kernel distribution and its receptive field, auto-
matically evolving kernel configurations in an end-to-end manner.

In this chapter, we build upon these works and introduce a novel FC layer. We lever-
age kernel functions to build a neuron unit that applies a higher order function on
its inputs instead of calculating their weighted sum. The proposed Kernelized Dense
Layers (KDL) permits to improve the discrimination power of the full network and it
is completely differentiable, allowing an end-to-end learning. The experimental results
demonstrate the benefits of such layer in FER task and show that our model achieves
competitive results with respect to the state-of-the-art approaches.

KERNELIZED DENSE LAYER

The proposed kernelized Dense Layer is similar to a classical neuron layer in the way
that it applies a dot product between a vector of weights and an input vector, add a
bias vector (b > 0) and eventually applies an activation function. The difference from
standard FC layers is that our proposed method applies higher degree kernel function
instead of a simple linear dot product, which allows the model to map the input data to
a higher space and thus be more discriminative than a classical linear layer.

Figure 4.1 shows the processing of an elementary unit (kernel neuron) of our
proposed KDL. Formally, the output Y is computed by applying a kernel function
K on an input vector x = {xq,xp,...,%,} and the corresponding vector of weights
W = {w1,w>,...,w,} and, adding the bias vector (b > 0).

In this work, we employed two different kernel functions which have an Euclidean
structure R%.

e Linear kernel:
K(x,w) =xTw+b, x,weR%,b>0. (4.3)

The linear kernel (Equation 4.3) looks at the similarity between the input vector x
and the filter weight vector w.

¢ Polynomial kernel:

K(x,w) = (xTw+b)", x,we R, b>0. (4.4)

Starting form n > 1 in Equation 4.4, the polynomial kernel K encodes not only the
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Figure 4.1 — The basic unit of our proposed KDL is a kernel neuron. It applies a kernel function on an
input vector x = {x1,xy,...,x,} and a vector of weights w = {wy,wy, ..., wy}, adds a bias term and
eventually applies an activation function.

linear relation between both x and w vectors, but also non-linear relations between them.

It corresponds to an inner product in a feature space based on some mapping ¢:

(9(x), 9(w)) = K(x,w). (4.5)

Note that in the case of polynomial kernel with degree n > 1, we do not apply an
activation function on the neuron output, since non linearity is already added by the

high polynomial kernel degree.

Other kernels that expand the non-linearity to the infinity can also be used. For
_ lrw)?

instance, the Gaussian kernel defined by K(x,w) = e 27 , x,w € R",0 > 0, Lapla-
cian kernel defined by K(x,w) = e *I*~%l, or the Abel kernel defined as K(x,w) =
e~ =l where, a > 0 in both kernels.

Datasets

Our experiments have been conducted on three well-known facial expression datasets:
RAF-DB [Li u. a., 2017], ExpW [Zhang u. a., 2018b] and FER2013 [Goodfellow u.a., 2013].
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Facial expression datasets contain few classes that are nearly identical, which makes the
recognition process more challenging. The only pre-processing which we have employed
on all experiments is cropping the face region and resizing the resulting images to
100 x 100 pixels.

4.3.2 Training process

We have used Adam optimiser with a learning rate varying from 0.001 to 5e-5. This
learning rate is decreased by a factor of 0.63 if the validation accuracy does not increase
over ten epochs. To avoid over-fitting we have first augmented the data using a range
degree for random rotations of 20, a shear intensity of 0.2, a range for random zoom
of 0.2 and randomly flip inputs horizontally. We have also employed earl stopping if
validation accuracy does not improve by a factor of 0.01 over 20 epochs. Each KDL of
our model is initialized with He normal distribution and a weight decay of 0.0001.

4.4 EXPERIMENTS

In order to demonstrate the efficiency of the proposed KDL, we built a simple CNN
from scratch rather than using a pre-trained one. As shown in Figure 4.2, our model
architecture is composed of five convolutional blocks. Each block consists of a convo-
lution, batch normalization and rectified linear unit activation layers. The use of batch
normalization [Zou u. a., 2019] before the activation brings more stability to parameter
initialization and achieves higher learning rate. Each of the five convolutional blocks is
followed by a max pooling layer and a dropout layer. Finally, two KDL are added on top
of these convolution blocks with respectively 128 and 7 units. On the former, we apply a
ReLU activation function in the case of linear kernel only, since non-linearity is already
added by the polynomial kernel. Softmax activation function is finally applied on the
last KDL.

KDL 128

3* Conv (5,5)/64,
BN,ReLU
3*Conv (3,3)/128,
BN, RelU

3*Conv (3,3)/256, 2* Conv

Max Pool (3,3)
Max Pool (2,2) stride (3,3)
stride (2,2)

““Max Pool (2,2)
“"" Max Pool (2,2) stride (2,2)
stride (2,2)

Figure 4.2 — Base model architecture: it is composed of five convolutional blocks. Each block consists of a
convolution, batch normalization and rectified linear unit activation layers. Each of the five convolutional
blocks is followed by a dropout layer. Finally, two KDL are added on top of these convolution blocks with
respectively 128 units and ReLU activation and 7 units with softmax activation.
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4.4.1 Ablation Study

This section explores the impact of the use of the proposed KDL on the overall accuracy
of a CNN model. We evaluated the performance using the same network architecture
with different FC techniques. First, we used our model with standard FC layers which
gives the same results as kernel neuron layers with a polynomial function with degree
(n=1). After that, we replaced these FC layers by our KDL. We studied the behaviour
of two different kernel functions, namely; the second-order polynomial kernel and the
third-order polynomial kernel. The experiments are conducted with the same training
parameters as described above.

Table 4.1 presents the results of our model using standard FC layers with compar-
ison to the proposed KDL. In the case of the standard FC layers (Base-Model-FC), our
base model attains 70.13%, 75.91% and 87.05% of accuracy rate on respectively FER2013,
ExpW and RAF datasets, while the use of KDL considerably increases its accuracy. In-
deed, one can notice that the accuracy for the second-order polynomial kernel increases
for about 0.7% for FER2013, 0.25% for ExpW and 0.6% for RAF-DB. In the same way, us-
ing the third-order polynomial kernel increases further the overall accuracy. Compared
to standard FC layers, the third-order polynomial KLD enhances the model accuracy
for about 1.15% for FER2013, 0.75% for ExpW and 1% for RAF-DB. These results are
consistent with previous work [Wang u. a., 2019], where the third-order applied on con-
volution layers gave the best performance. Although the computational complexity of
these kernels is higher compared to the standard layers, they allow to strongly improve
the model accuracy. These results demonstrate that the use of KDL, in the case of FER
problem, are beneficial for the overall accuracy of the model. These techniques enhance

the discriminative power of the model, compared to a standard FC layer.

Table 4.1 — Accuracy Rates of the proposed approach

Dataset
Models FERz2013 | ExpW | RAF-DB
Base-Model-FC 70.13% | 75.91% | 87.05%
Base-Model-KDL? (n=1) 70.09% | 76.87% | 87.03%
Base-Model-KDL? (n=2) 70.85% | 76.13% | 87.64%
Base-Model-KDL (n=3) 71.28% | 76.64% | 88.02%

4KDL: Kernelized Dense Layer.
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Figure 4.3 — Validation accuracy and validation loss on RAF-DB with the three kernel configurations.
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Figure 4.4 — Validation accuracy and validation loss on ExpW with the three kernel configurations.

Another beneficial aspect of using KDL is the speed of convergence. As shown in
Figures 4.3, 4.4 and 4.5, the higher degree is the kernel function, the fast it converge.
Due to the use of early stopping in our training process, the learning process is inter-
rupted as soon as the model begins to overfit. As can be seen, the higher is the kernel
function degree, the sooner it stops training (the blue, red and green curves correspond,
respectively, to n=1, n=2 and n=3). High degree kernel functions are known to be prone
to overfitting, which in our case limits the number of units and layers of our proposed
KDL.
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Figure 4.5 — Validation accuracy and validation loss on FER2013 with the three kernel configurations.
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Table 4.2 — Accuracy rate of the proposed approach and state-of-the-art approach

Dataset
Models FER2013 | ExpW | RAF-DB
Base-Model-FC 70.13% | 75.91% | 87.05%
Base-Model-KDL? (n=1) 70.09% | 76.87% | 87.03%
Base-Model-KDL? (n=2) 70.85% | 76.13% | 87.64%
Base-Model-KDL (n=3) 71.28% | 76.64% | 88.02%
Tang et al. [Tang, 2013] 71.16% - -
Guo et al. [Guo u. a., 2016] 71.33% - -
Kim et al. [Kim u.a., 2016] 73.73% - -
Bishay et al. [Bishay u. a., 2019] - 73.1% -
Lian et al. [Lian u.a., 2020] - 71.9 % -
Acharya et al. [Acharya u.a., 2018a] - - 87%
S Li et al. [Li und Deng, 2018b] - - 74.2%
Z.Liu et al. [Liu u. a., 2017b] - - 73.19%

4KDL: Fully connected kernel.

4.4.2 Comparison with the State-of-the-Art

4.5

In this section, we compare the performance of the KDL with CNN to several state-
of-the-art FER methods. The obtained results are reported in Table 4.2. As can be seen,
KDL with CNN outperforms the state-of-the-art methods on the ExpW dataset. The best
accuracy rate is 76.64% and has been reached using the third-order polynomial KDL.
Second-order polynomial KDL gives, for his turn, 76.13%. Whereas the state-of-the-art
methods [Bishay u. a., 2019] reached 73.1%.

On RAF-DB dataset, the accuracy of our models is also superior to state-of-the-art
methods. The best accuracy rate is 88.02% and has been reached using the third-order
polynomial KDL. Second-order polynomial KDL gives, for his turn, 87.64%. Whereas
the state-of-the-art methods [Acharya u. a., 2018a] gives 87%.

For FER2013, even thought using the KDL improves considerably the models ac-
curacy, the obtained results are still under the state-of-the-art results. The best accuracy
rate for this dataset, namely 71.28%, was reached using third-order KDL. Despite the im-
provement, the result obtained is 2.5% less than the state-of-the-art method [Kim u.a.,

2016] (73.73%) but remains competitive.

CONCLUSION

In this chapter, we designed Kernelized Dense Layer for CNN model that aims to en-
hance the discriminative power of the overall model. It consists of applying higher order
kernel method than the standard FC layer. Experimental results on ExpW, RAF-DB and
FER2013 datasets demonstrate the efficiency of the proposed KDL compared to stan-

dard FC layer in terms of convergence, speed and overall accuracy. The proposed FER
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method outperforms most of the state-of-the-art methods and remains competitive. The
performance of our model is essentially due to its capability of capturing high order

information that are crucial for fine-grained classification tasks such as the FER.
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Tlis chapter investigates the usage of kernel functions at the different layers in a convo-
lutional neural network. We carry out extensive studies of their impact on CNN lay-
ers. We show how one can effectively leverage kernel functions, by using previously in-
troduced Learnable Pooling Wheights (LPW) layers as well as Kernelized Dense Layers
(KDL). The experiments on conventional classification datasets i.e. MNIST, FASHION-
MNIST and CIFAR-10, show that the proposed techniques improve the performance
of the network compared to classical convolution, pooling and fully connected lay-
ers. Moreover, experiments on fine-grained classification i.e. facial expression databases,
namely RAF-DB, FER2013 and ExpW demonstrate that the discriminative power of the
network is boosted, since the proposed techniques improve the awareness to slight vi-

sual details and allows the network reaching state-of-the-art results.
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INTRODUCTION

Image classification has always been one of the most studied operation of computer
vision. Several methods have been proposed in the literature addressing this prob-
lem, which consist in efficiently assigning the correct label to an image. Recently, with
the emergence of Convolutional Neural Network (CNN), the computer vision commu-
nity has witnessed an era of blossoming result thanks to the use of very large training
databases. These databases contain a very large number of different images (i.e. objects,
animals...etc). This advance encouraged the computer vision community to go beyond
classical image classification that recognizes basic-level categories. The new challenge
consists of discriminating categories that were considered previously as a single cate-
gory and have only small subtle visual differences. This new sub-topic of image clas-
sification, called fine-grained image classification, is receiving a special attention from
the computer vision community [Liu u. a., 2020, Tang u. a., 2020, Chen u. a., 2020, Ji u.a.,
2020, Wang u.a., 2020, Huang und Li, 2020, Gao u.a., 2020, Zhuang u.a., 2020]. Such
methods aims at discriminating between classes in a sub-category of objects like birds
species [Welinder u.a., 2010], models of cars [Krause u.a., 2013a], and facial expres-
sions, which makes the classification more difficult due to the high intra-class and low
inter-class variations. State-of-the-art approaches typically rely on convolutional neural
network as classification backbone and propose a method to improve its awareness to
subtle visual details.

A CNN is mainly a stack of three different types of layers: convolution layers, pooling
layers and fully-connected layers. Each of these types of layers perform specific task.
Convolution layers are the core building block of a CNN by leveraging the fact that
an input image is composed of small details, or features, and create a mechanism for
analyzing each feature in isolation, which makes a decision about the image as a whole.
Pooling layers, on the other hand, are used for the gradual spatial down-sampling of
the feature map by reducing the number of parameters and thus decreases both the
consumption of the memory and the complexity of computing . In addition, pooling
layers widen the receptive field size of the intermediate neurons which allow the latter
to receive data from a larger area of the image. These two layers are usually used in
alternation until getting the most size-effective representative feature which is finally
fed into a fully connected neural network in order to take a final classification decision.

CNNis have been used for a multitude of visual tasks. They showed to perform very
competitive results while linear operations are used at different layers of the network.
Linear functions are efficient, particularly, when the original data is linearly separable,
which should have, in general, a high dimensional representation. In such a case, the de-
cision boundary can be representable as a linear combination of the original features. It
is worth noting that not every high dimensional problems are linearly separable [Robert,
2014]. For instance, images may have a high dimensional representation, but individual

pixels are not very informative. Moreover, taking in consideration only small regions of
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the image, dramatically reduces their dimension, which makes linear functions less sen-
sitive to subtle changes in input data. The ability of detecting such differences is crucial
essentially for fine-grained recognition.

To overcome these limitations, some researches investigated different ways to include
non-linear functions in CNNs. Starting from non linear activation functions like ReLU,
eLU [Clevert u.a., 2015], SeLU [Klambauer u. a., 2017] and more recently [Sitzmann u. a.,
2020]. Moreover, some recent work intended to replace the underlying linear function
of a CNN by non linear kernel function without resorting to activation functions. For
instance, some of them replaced convolution layers ([Zoumpourlis u.a., 2017], [Wang
u.a., 2019]), while others replaced the pooling layers ([Lin u.a., 2015], [Tenenbaum und
Freeman, 2000], [Lin und Maji, 2017], [Gao u.a., 2016], [Cui u. a., 2017], [Gao u. a., 2019a],
[Hyun u.a., 2019]). The higher order kernel function are, the more susceptible they are
to fit slight changes in data. We leverage this kernel function property to find the best
use of these functions in different level of the CNN.

In this chapter, we investigate the usage of kernel functions at the different layers in
a CNN. We carry out extensive studies of their impact on convolutional, pooling and
fully-connected layers. For this purpose, we first replace the convolution operation in
CNNs by a non-linear kernel function similarly to Kervolution [Wang u.a., 2019]. We
further used the learnable pooling weights proposed in chapter 3, and kernelized dense
layers proposed in chapter 4. We explore different dispositions and configurations of
these layers to find which configuration gives the best accuracy without over-fitting

STUDY DESIGN

In this section, we present the different proposed kernel based techniques which can
be plugged into a CNN. These techniques consist in new feature extraction, pooling
and classification layers that can be used in the same manner as the usual CNN layers.
Furthermore, these novel layers can be used solely or jointly with the usual CNN layers.
This flexibility makes them usable in any architecture or even plugged at any level of
a pre-trained CNN model. The novelty in this work is the use of higher order kernel
function to replace the underlying function of each layer. These kernel functions allow
them to perform the same task and brings additional features.

In the following, we give details on how kernel functions can be employed at each
level of a CNN. As shown in Figure 5.1, we replace each layer type of an ordinary CNN
(Fig 5.1-(a)) with a higher order kernel layer (Fig 5.1-(b)). More precisely, we replace
convolution layers with Kervolution layers, Max/AVG pooling layers with Learnable
weights pooling layers, and fully connected layers with Kernelized dense layers KDL.
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Figure 5.1 — The different configurations to replace each layer type of an ordinary CNN with a higher
order kernel layer, notably Kervolution, Learnable weights pooling and kernelized dense layers KDL.

5.2.1 Kervolution

Kervolution has been proposed by Wang et al [Wang u. a., 2019]. It extends the convolu-
tion operation which computes the dot product between an input vector X and a weight

vector W, and adds eventually a bias term, according to Equation 5.1:
Coij = (XX W)ij =33 XeiintjWogn + Bo, (5.1)
8§ h

Where o corresponds to the output size, i and j are specific locations in the input, g and
h are respectively the width and height of the convolution filter and B is a bias term.
Convolution is a linear operation that usually requires adding an activation function
to introduce non-linearity. Without these activation functions the CNN performance
drops dramatically. Kervolution leverages this fact and proposes to replace the con-
volution operation in CNNs by a non-linear function that performs the same task as
convolution without resorting to activation functions. In this work, we use Kervolution

with three kernel functions:

1. Linear kervolution which corresponds to the convolution function (Equation 5.1);

2. Polynomial kervolution:

Koij = (X, W)ij =YY (XgsintjWogn + C)" + By (5.2)
T
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where C (C € R") is a learnable constant and n (n € Z™) is the polynomial order,
it extends the feature space to n dimensions;

3. Gaussian RBF kervolution:

2
_ ”Xg+i,h+jfwo,g,h I

Koij=¢e 202 (5-3)

where 0 (¢ € R") is a hyperparameter to control the smoothness of decision
boundary. It extends kervolution to infinite dimensions.

The linear kernel measures the similarity between the filter weight vector W and
the feature map vector X. However, when n > 1 in Equation 5.2, the polynomial ker-
nel encodes the non-linear relations between both X and W vectors, in addition to the
linear relation between them. In the case of the Gaussian kernel (Equation 5.3), the non-
linearity is expanded to the infinity. For this purpose, we can also use other kernels, such
as the the Abel kernel defined as K(X, W) = e~%X~WI, or the Laplacian kernel defined
by K(X,W) = e *IX=WI * where, « > 0 in both kernels.
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Figure 5.2 — The three study configurations of kervolution layers, namely: (a) one kervolution layer at
the beginning of the network, (b) one kervolution layer at the end of the network and (c) an end-to-end
kervolution network.

Kervolution layers are as flexible as convolution layers and can be plugged at any
level of a CNN. In this chapter, we use three configurations to study the kervolution
layer impact on CNNs. As shown in Figure 5.2, we use one kervolution layer at the

82



Chapter 5. Kernel function impact on convolutional neural networks

beginning of the network (Fig 5.2-(a)), one kervolution layer at the end of the network
(Fig 5.2-(b)), and an end-to-end kervolution network (Fig 5.2-(c)).

5.2.2 Learnable Weights Pooling

In order to efficiently study the impact of our proposed pooling layer on a CNN, we
test it following the three configurations. As shown in Figure 5.3, we study the impact
of one Learnable weights pooling layer after the first convolution layer (Fig 5.3-(a)), one
Learnable weights pooling layer after the last convolution layer (Fig 5.3-(b)), and an
end-to-end Learnable weights pooling network (Fig 5.3-(c)).
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ing J
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Figure 5.3 — The three study configurations of Learnable weights pooling layers, namely: (a) one Learnable
weights pooling layer after the first convolution layer, (b) one Learnable weights pooling layer after the
last convolution layer, and (c) an end-to-end Learnable weights pooling network.

5.2.3 Kernelized dense layer

The inputs of the fully-connected layers consist of the result of the subsequent alterna-
tion of convolution and pooling layers. These input values goes through the first fully-
connected layer where we multiply them by weights. After that, we apply an activation
function (i.e ReLU). Finally, they goes forward through the output layer, in which each
neuron represents a classification category. The fully-connected layers back-propagates
the most accurate weights where every neuron gets weights that prioritize the most

relevant category.
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In this chapter, we use a novel dense layer composed of neuron that uses a kernel
function instead of the usual dot product, Kernelized Dense Layer (KDL), proposed
in [Mahmoudi u.a., 2020]. In contrary to a classical neuron layer where it computes a
dot product between an input vector and a vector of weights, add a bias vector (b > 0),
KDL applies higher degree kernel function, which permits to the latter to map the input
data to a higher space and therefore be more discriminative than a usual linear layer.

In the case of KDL there is only one possible configuration to study the impact of
the later on the overall accuracy and convergence of a CNN, which is a fully KDL after
the succession of convolution and pooling.

EXPERIMENTS

In this section, we evaluate the performance of the kernel-based layers described above,
in terms of accuracy rate and convergence speed. Several experiments have been con-
ducted on six well-known datasets, following the configuration shown in Figure 5.2 and
5.3. Note that for KDL, only one configuration can be tested, since they can be plugged
only at the end of the network. In the following, we detail our experiments process. First
we describe the datasets used to evaluate our approach (sec.5.3.1). After that we define
the training process of our networks (sec.5.3.2). Then we discuss the obtained results

(sec.5.3.3). Finally, we compare our results to state-of-the-art results.

Datasets

Our experiments have been conducted on six well-known datasets. In order to study
different characteristics of kernel functions in CNN, these datasets have been grouped
in two categories. The first category is used to study the accuracy enhancement and
convergence speed brought by the kernel function. It is composed of the following three
datasets: MNIST, Fashion-MNIST [Xiao u.a., 2017] and CIFAR-10 [Krizhevsky u.a.,
2009]. The second category is specially used to study the awareness of kernel function
to subtle visual details. It is composed of three well-known fine-grained facial expression
datasets: RAF-DB [Li u.a., 2017], ExpW [Zhang u. a., 2018b] and FER2013 [Goodfellow
u.a., 2013]. Facial expression datasets contain few classes that are nearly identical, which

makes the recognition process more challenging.

Training process

The datasets we have used for our experiments are not similar in terms image complex-
ity. MNIST and Fashion-MNIST contain small and very simple images, while Cifar-10
and FER datasets contain larger complex images. We have thus decided to use two
model architectures, as shown in Figures 5.4 and 5.5. These architectures are quite sim-
ple and can effectively run on cost-effective GPUs. Model-1 (Figure 5.4) is used for
MNIST and Fashion-MNIST. It is composed of two blocks. Each one of these blocks is
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Figure 5.4 — Base model-1 architecture: it is composed of two blocks. Each one of these blocks is composed
of a convolution layer, a batch normalization layer, a dropout layer and ReLU activation. At the end,
two fully-connected layers are added with respectively 320 units and ReLU activation and 10 units with
softmax activation.

composed of a convolution layer, a batch normalization layer, a dropout layer and ReLU
activation. At the end, two fully-connected layers are added with respectively 320 units
and ReLU activation and 10 units with softmax activation. On the other hand, model-2
(Figure 5.5) is used for CIFAR-10 and FER datasets. It is composed of five blocks. Each
one of these block is composed of a convolution layer, a batch normalization layer, a
dropout layer and ReLU activation. At the end, two fully-connected layers are added
with respectively 128 units and ReLU activation and 10 units, for CIFAR-10, or 7 units
for FER datasets with softmax activation.

We have used Adam optimiser with a learning rate starting from 0.001 decreased by a
factor of 0.5 if the validation accuracy does not increase over two epochs for Model-1 and
five epochs for Model-2. We trained Model-1 for 50 epochs and Model-2 for 100 epochs.
To avoid over-fitting, for FER datasets, we used data augmentation with a shear intensity
of 0.2, a range degree for random rotations of 20, randomly flip inputs horizontally and
a range for random zoom of 0.2. We have also cropped the face region on FER datasets

and resize the resulting images to 100 x 100 pixels.

5.3.3 Ablation Study

In this section, we explore the impact of the three kernel-based layers in terms of accu-
racy rate and convergence speed. We study the impact of each layer solely, in a full non-
linear configuration network. After that, we test them jointly with the usual CNN layer,
plugging them either at the beginning or at the end of the network. The kernel functions
we have used are: (1) the linear kernel functions, (2) polynomial kernel functions from
second degree to degree five and (3) the Gaussian RBF kernel with ¢ = 0.9. The accuracy
rate results are illustrated in tables 5.1- 5.7 and convergence speed results are illustrated
in figures 5.6- 5.12. In order to distinguish clearly the difference in convergence among
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Figure 5.5 — Base model-2 architecture: it is composed of five blocks. Each one of these block is composed
of a convolution layer, a batch normalization layer, a dropout layer and ReLU activation. At the end, two
fully-connected layers are added with respectively 128 units and ReLU activation and 10 or 7 units with
softmax activation.

kernel, we chose to plot only the first 20 epochs for MNIST, Fashion-MNIST and Cifar-10

datasets.

Kervolution

In this section we present the obtained results obtained with our two base models with
a full Kervolution configuration (Table 5.1, Figure 5.6), a single Kervolution layer at the
beginning of the network (Table 5.2, Figure 5.7), and a single Kervolution layer at the
end of the network (Table 5.3, Figure 5.8).

Table 5.1 — Accuracy rates of full kervolution networks

Model-1 Model-2

Layers configuration MNIST ‘ Fashion-MNIST | Cifario ‘ RAF-DB ‘ FER2013 ‘ ExpW
Convolution (Linear kernel) | 98.50% 88.29% 86.87% | 87.05% | 70.49% | 75.91%
2"-order Poly 99.05% 90.06 % 87.92% | 87.77% | 70.68% | 76.25%
3@-order Poly 99.16% 90.04 % 88.64% | 87.93% | 70.95% | 76.32%
4"-order Poly 99.02% 89.57% 88.41% | 87.31% | 70.82% | 76.16%
5%-order Poly 98.99% 89.71% 87.13% | 86.04% | 69.65% | 75.80%
Gaussian RBF ¢ = 0.9 98.61% 88.78% 87.51% | 87.33% | 70.78% | 76.23%

Table 5.1 illustrates the accuracy rates obtained using our two base models with a full
kervolution configuration. In table 5.1 one can clearly notice that the use of kervolution
layers enhance the overall accuracy of the network, especially with second, third and
fourth order polynomial kernels. In comparison to full convolution network, the full
kervolution network enhances the accuracy of Model-1 on MNIST dataset by 0.65%
and 1.77% on Fashion-MNIST. On the other hand, the accuracy of Model-2 increases
by 1.73% on CIFAR-10, 0.88% on RAF-DB, 0.46% on FER2013 and 0.41% on ExpW. The
best accuracy rates are, in most cases, reached with third order polynomial kernel and
decreases with higher order polynomial kernels. We have also noticed that Gaussian RBF
kernel is more beneficial on fine-grained FER dataset than other datasets. Therefore, we
can deduce that Gaussian RBF kernels are more sensitive to subtle details.

Figure 5.6 shows the validation accuracy rates evolution of our base models with full

convolution and kervolution configurations. We can clearly notice that kervolution net-
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works, especially second and third order polynomial kernels, converge in fewer epochs
than convolution network. On the other hand, Gaussian RBF kernel takes more time to
converge than the other kernels. We have also noticed that, for fine-grained FER datasets,
the accuracy curve fluctuates accordingly to the kernel degree. This can be explained by
the fact that kernels are more sensitive to subtle changes in input data. Therefore, any
small change in the weights during the training phase can cause a big change in the

final classification decision.
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Figure 5.6 — Convergence of full kervolution networks
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Table 5.2 — Accuracy rates with a single kervolution layer at the begining

Model-1 Model-2

Layers configuration MNIST | Fashion-MNIST | Cifar1o | RAF-DB | FER2013 | ExpW
Convolution (Linear kernel) | 98.50% 88.29% 86.87% | 87.05% | 70.49% | 75.91%
2" _order Poly 98.87% 89.74% 87.81% | 87.62% | 70.82% | 76.64%
3"@-order Poly 99.04% 90.26% 88.73% | 88.06% | 71.06% | 76.85%
4"-order Poly 99.04% 90.61% 88.52% | 87.88% | 70.88% | 76.53%
5%-order Poly 98.99% 90.35% 86.48% | 86.71% | 69.89% | 75.56%
Gaussian RBF ¢ = 0.9 98.74% 89.53% 88.48% | 87.89% | 70.98% | 76.75%

Table 5.2 presents the accuracy rate results of our two base models, in which we
replaced the first convolution layer by a kervolution layer. In table 5.2 we can also notice
that the use of one kervolution layer at the beginning of the network increases the
accuracy of the network comparing to full convolution network. Furthermore, the use of
only one kervolution layer in the beginning of the network allows to reach better results
than full-kervolution network. Compared to full convolution network, the accuracy rate
increases up to 1.97% on Fashion-MNIST, 1.86% on Cifar-10, 2% on RAF-DB, 0.57% on
FER2013 and 0.94 on ExpW. Gaussian RBF kernels are slightly less accurate than third
and fourth polynomial kernels, yet they also increase the accuracy rate compared to
full-convolution network. They enhance the accuracy on Cifar-10 by 1.61%, 0.84% on
REF-DB, 0.49% on FER2013 and 0.84% on ExpW. Another remark is that higher order
kernels are more accurate than lower order kernel when used only at the beginning
of the network. This may be explained by the fact that higher order kernels can fit to
subtle details more efficiently than lower order kernels. Therefore, the network learns to
detect more useful information than full-convolution network and will be less prone to
over-fitting than full-kervolution network.

Figure 5.7 shows the accuracy convergence of our two base models, in which we
replaced the first convolution layer by a kervolution layer. As illustrated in figure 5.7,
using one kervolution layer at the beginning of the network allows the latter to converge
in less time than the full convolution network. Similarly to full-kervolution configura-
tion, second and third degree polynomial are the fastest to converge in all cases. Higher
degree polynomial layers are also faster to converge than full convolution configura-
tion except for FER datasets. On the other hand, Gaussian RBF layers are the slowest to
converge, though they surpass convolution on MNIST, Fashion MNIST and Cifar-1o.
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Figure 5.7 — Convergence of networks with one kervolution layer at the begining

Table 5.3 — Accuracy rates with a single kervolution layer at the end

Model-1 Model-2

Layers configuration MNIST | Fashion-MNIST | Cifar1o | RAF-DB | FER2013 | ExpW
Convolution (Linear kernel) | 98.50% 88.29% 86.87% | 87.05% | 70.49% | 75.91%
2" _order Poly 98.89% 88.37% 87.11% | 87.63% | 70.81% | 76.24%
3"@-order Poly 98.84% 88.45% 87.23% | 88.03% | 70.95% | 76.82%

4" -order Poly 98.62% 87.76% 87.09% | 87.85% | 70.75% | 76.66%
5'%-order Poly 98.72% 87.45% 86.97% | 87.15% | 69.76% | 75.45%
Gaussian RBF ¢ = 0.9 98.75% 89.33% 90.13% | 89.36% | 71.15% | 77.21%

Table 5.3 presents the accuracy rate results of our two base models, in which we
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replaced the last convolution layer by a kervolution layer. In table 5.3 one can notice
that the use of polynomial kervolution layers at the end of the network decreases its
accuracy compared to full-kervolution configuration and kervolution at the beginning.
Yet, it performs better than full-convolution configuration. Indeed, we could surpass
full-convolution configuration by 0.34% on MNIST, 0.16% on Fashion MNIST, 0.36% on
Cifar-10, .0.98% on RAF-DB, 0.46% on FER2013 and 0.91% on ExpW. The best accuracy
rates where reached with third degree polynomial kernel. Other polynomial kernels also
perform slightly better than full-convolution configuration, but are less accurate than
the other kervolution configurations. On the other hand, Gaussian RBF kernels increase
remarkably the overall accuracy of the network compared to full-convolution configura-
tion and other Gaussian RBF kervolution configurations. Indeed, it increases the overall
accuracy rates by 0.25% on MNIST, 1.04% on Fashion MNIST, 3.26% on Cifar-10, 2.31%
on RAF-DB, 0.66% on FER2013 and 1.30% on ExpW. With this has been said, we deduce
that polynomial kervolution layers are more suited for feature extraction which explains
why they are more accurate when plugged at the beginning of the network. On the
other hand, Gaussian RBF kervolution layers are more beneficial when plugged at the
end of the network than the beginning. This can be explained by the fact that Gaussian
RBF kernels are more accurate for classification than for feature extraction.

Figure 5.8 shows the accuracy convergence of our two base models, in which we
replaced the last convolution layer by a kervolution layer. We can clearly notice that the
use of one kervolution layer at the end of the network quicken remarkably its conver-
gence. This impact on convergence speed is valid with all kernels. On the other hand,
even-though Gaussian RBF kernel reaches the highest accuracy rates among all kernels,
it is still the slowest kernel to converge. Polynomial kernels, on the other hand, are still
the fastest in convergence.

According to these results, we can say that the use of kervolution layers have clearly
a beneficial impact on the accuracy rate and convergence speed of the network. As we
have seen above, this positive impact is noticeable wherever kervolution layers are used.
In terms of accuracy, using one kervolution layer at the beginning of the network shown
to be the most efficient configuration. Whereas, in terms of convergence speed, using
one kervolution layer at the end of the network shown to be the fastest to converge.
Full-kervolution configuration is, for its part, average in both accuracy and convergence
speed compared with the above configurations. In addition, full-kervolution configura-

tion is more prone to overfitting than the other kervolution configurations.
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Figure 5.8 — Convergence of networks with one kervolution layer at the end

Similarly to kervolution, we explore the impact of using learnable pooling with three

configurations, namely: full learnable pooling network (Table 5.4, Figure 5.9), learnable

pooling after the first convolution block (Table 5.5, Figure 5.10) and learnable pooling at

the end of the network (Table 5.6, Figure 5.11). This time, we compare the performance

of the network with the usual pooling methods, namely: Max and average pooling.
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Table 5.4 — Accuracy rates of full learnable pooling network

Model-1 Model-2

Layers configuration | MNIST | Fashion-MNIST | Cifario | RAF-DB | FER2013 | ExpW
Max 99.05% 91.34% 88.42% | 87.05% 70.49% | 75.91%

AVG 99.17% 91.37% 88.12% | 86.89% | 70.13% | 75.74%

Linear kernel 98.85% 90.05% 90.25% | 90.81% | 70.96% | 76.28%
2"-order Poly 99.26% 91.42% 90.62% | 92.87% | 70.88% | 76.64%
3'?-order Poly 99.35% 91.79% 90.97% | 93.21% | 71.35% | 76.81%
4™-order Poly 98.73% 88.56% 89.88% | 93.03% 71.13% | 76.73%
5"-order Poly 98.52% 87.91% 89.61% | 92.64% 69.91% | 75.56%
Gaussian RBF ¢ = 0.9 | 99.11% 91.32% 90.45% | 92.74% 70.74% | 76.42%

Table 5.4 presents the results of our base models with learnable pooling only. One can
clearly notice that learnable pooling enhance the accuracy of the network with all kernel
functions. Second and third order polynomial kernels are the most accurate kernels for
pooling with all datasets. With third order polynomial kernel Model-1 surpassed usual
pooling methods by 0.18% on MNIST and 0.42% on Fashion-MNIST. On the other hand,
Model-2 outperformed usual pooling method by 2.55% on Cifar-10, 6.15% on RAF-DB,
0.86% on FER2013 and 0.90% on ExpW. We can also notice that for fine-grained FER
datasets, higher order polynomial kernels are also beneficial for the model for the same
reasons cited for kervolution at the beginning of the network. Indeed, learnable pooling
uses less weights than convolution or kervolution which allows it to fit subtle details
without over-fitting. Finally, Gaussian RBF learnable pooling performs better than usual
pooling methods even-though it does not outperform polynomial kernels. Although it
did not surpass usual pooling method on model-1, it outperformed ordinary pooling
methods with Model-2 by 2.03% on Cifar-10, 5.69% on RAF-DB, 0.25% on FER2013 and
0.51 on ExpW.

The convergence progression of full learnable pooling networks is shown in Fig-
ure 5.9. We can notice that second and third order polynomial kernels are the fastest to
converge. On the other hand, higher order polynomial kernels convergence is the slow-
est among all kernels, even if they reach higher accuracy rates than Max and average
pooling for FER datasets. Finally, Gaussian RBF kernel has similar accuracy progression
to Max and average pooling.
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In table 5.5 we notice that using one learnable pooling layer after the first convolution
block does not perform as well as the full learnable pooling network. Even-though linear
kernel outperforms the usual pooling methods. As stated before, linear kernel pooling
can learn a suitable pooling from a continuum of methods that ranges from average to
max pooling. This is the reason why linear kernel pooling performs well wherever it is

plugged.
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Table 5.5 — Accuracy rates networks with a single learnable pooling layer at the begining

Model-1 Model-2

Layers configuration | MNIST | Fashion-MNIST | Cifario | RAF-DB | FER2013 | ExpW
Max 99.05% 91.34% 88.42% | 87.05% | 70.49% | 75.91%

AVG 99.17% 91.37% 88.12% | 86.89% | 70.13% | 75.74%

Linear kernel 99.11% 90.58% 88.15% | 87.19% | 70.26% | 75.95%
2"-order Poly 98.97% 89.80% 87.71% | 86.92% | 70.08% | 75.82%
3'?-order Poly 99.24% 89.88% 87.54% | 86.79% | 69.92% | 75.23%
4™-order Poly 99.12% 90.32% 87% 86.57% | 69.79% | 74.84%
5%-order Poly 99.10% 90.24% 86.89% | 86.38% | 69.54% | 74.88%
Gaussian RBF ¢ = 0.9 | 98.43% 88.93% 85.71% | 84.12% | 68.63% | 73.21%
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Figure 5.10 — Networks convergence with learnable pooling at the beginning
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The convergence progression of learnable pooling at the beginning of the networks is
shown in Figure 5.10. We can notice that polynomial kernels are, in general, the fastest to
converge. Second and third order polynomial kernels are still the most efficient among
these kernels. On the other hand, Gaussian RBF kernel is the slowest kernel to converge,
specially for the biggest FER datasets (i.e. FER2013 and ExpW). This kernel is more
sensitive to the learning rate used. As we can see in Figure 5.10, Gaussian RBF kernel

does not start to converge until reaching a specific learning rate.

Table 5.6 — Accuracy rates networks with a single learnable pooling layer at the end

Model-1 Model-2

Layers configuration | MNIST | Fashion-MNIST | Cifario | RAF-DB | FER2013 | ExpW
Max 99.05% 91.34% 88.42% | 87.05% | 70.49% | 75.91%

AVG 99.17% 91.37% 88.12% | 86.89% 70.13% | 75.74%

Linear kernel 98.93% 90.42% 87.52% | 87.12% 70.06% | 75.87%
2"-order Poly 98.85% 89.94% 87.28% | 86.89% | 69.87% | 75.66%
3-order Poly 98.78% 89.72% 87.04% | 86.75% | 69.71% | 75.48%
4"-order Poly 98.62% 89.37% 86.79% | 86.69% 69.58% | 75.36%
57-order Poly 98.90% 89.10% 86.63% | 86.42% | 69.22% | 74.81%
Gaussian RBF ¢ = 0.9 | 99.03% 90.36% 88.09% | 86.94% | 70.11% | 75.79%

Similarly to learnable pooling at the beginning of the network (Table 5.5), using
one learnable pooling layer after the last convolution layer and before fully connected
layers (Table 5.6) does not perform as well as the full learnable pooling network. One
exception is the Gaussian RBF kernel which slightly performs better at the end than at
the beginning. This last remark strengthens the deduction made on kervolution at the
end of the network which states that Gaussian RBF kernel is best suited for classification
than feature extraction or even pooling.

The convergence speed of learnable pooling at the end of the network is illustrated
in Figure 5.11. One can clearly notice that kernel based pooling does not perform as
well as when plugged at the beginning or in a full configuration. It performs similarly
to the usual pooling methods. On the other hand, Gaussian RBF kernels have a faster
convergence when used at the end of the network. Moreover, it outperforms other pool-
ing method, specially with FER dataset. This confirms the assumption made above that
Gaussian RBF kernel is more efficient when used just before the fully connected layers.
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Figure 5.11 — Networks convergence with a single learnable pooling layer at the end

kernelized Dense Layers

kernelized Dense Layers are only plugged at the end of the network since they replace

the fully connected layers. Table 5.7 shows the result of using kernelized Dense Lay-

ers instead of the usual fully-connected layers. One can clearly notice that using kernel

function for classification improves the accuracy of the network. For instance, polyno-

mial kernel enhances the accuracy of the network for about 1% with fine-grained FER

datasets. Third and Fourth order polynomial kernels are those who gave the best result

with all datasets. On the other hand, Gaussian RBF kernel results confirm the deduction
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made trough this experimental section that it is best suited for classification than feature
extraction. Whenever it is used at the end of the network it performs better than when

used in the beginning.

Table 5.7 — Accuracy rates of networks with KDL

Model-1 Model-2
Layers configuration | MNIST ‘ Fashion-MNIST | Cifar1o ‘ RAF-DB ‘ FER2013 ‘ ExpW
Linear kernel 99.07% 90.07% 86.92% | 87.05% | 70.49% | 75.91%
2" _order Poly 99.12% 90.73% 87.61% | 87.64% 70.85% | 76.13%
3"-order Poly 99.11% 90.63% 89.37% | 88.12% | 71.28% | 76.64%
4"-order Poly 99.09% 90.30% 89.00% | 87.83% | 71.13% | 76.42%
5%-order Poly 99.01% 91.07% 88.95% | 86.93% | 70.62% | 75.86%
Gaussian RBF ¢ = 0.9 | 99.23% 90.79% 89.11% | 88.03% | 71.06% | 76.51%

Figure 5.12 shows the convergence of networks with KDL. We can say that poly-
nomial kernels converge faster than other kernels. Even-though second and third order
polynomial reach better accuracy rates than other polynomial kernels, they have not bet-
ter convergence. On the other hand, Gaussian RBF kernel shows the slowest convergence
even if it gives the best accuracy rates.

We have also tried to combine these kernel-based methods together in the same net-
work. The number of all possible configurations is very big, therefore we only show the
configuration which gave the best results. These results are shown in Table 5.8. All the
combinations tested shown a dramatically decreasing in performance. The only reason-
able performances we could attain were using one kervolution layer at the beginning of
the network and KDL at the end. Yet we have noticed that this configuration shows a

clear over fitting.

Table 5.8 — Accuracy rates of networks with best combinations

Model-1 Model-2
Layers configuration MNIST | Fashion-MNIST | Cifario | RAF-DB | FER2013 | ExpW
‘ Single Kervolution layer at the beginning and KDL ‘
2"-order Poly (1kerv-KDL) 99.16% 91.19% 65.86% | 72.81% | 62.41% | 58.72%
3'%-order Poly (1kerv-KDL) 98.96% 90.23% 65.75% | 72.64% | 61.73% | 57.96%
4"-order Poly (1kerv-KDL) 98.88% 89.64% 61.87% | 69.58% | 59.86% | 57.41%
Gaussian RBF ¢ = 0.9 (1kerv-KDL) | 98.57% 88.92% 61.20% | 68.12% | 59.12% | 56.87%

A more elaborated study on the use of kernel function on all over the network is
presented in appendix A. This shows the performance of a deep kernelized network
using kervolution, KDL and SVM on fine-grained and FER datasets.
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Figure 5.12 — Networks convergence with KDL

Comparison with the State-of-the-Art

In this section, we compare the performance of the proposed methods, namely: ker-
volution, learnable pooling and KDL, with respect to several state-of-the-art methods.
According to table 5.9, we obtained state-of-the-art results on two FER datasets (RAF-DB
and ExpW) with all the proposed methods. For the remaining datasets namely MNIST,
Fashion MNIST, Cifar-10 and FER2013, we could not surpass state-of-the-art results,
yet we obtained very close results. In the following, we give the best results of each
configuration.
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With full kervolution network (Table 5.1), the highest accuracy rate we reached, was
using third order polynomial kernel. It gave 99.16% on MNIST, 87.93% on RAF-DB and
76.32% on ExpW. Kervolution attains better results when used at the beginning of the
network (Table 5.2). With this configuration, we got 99.04 on MNIST, 88.73% on RAF-
DB and 76.85% on ExpW using third order polynomial kernel. On the other hand, when
using kervolution at the end of the network (Table 5.3), the Gaussian RBF reaches the
best results. It attains 89.36% on RAF-DB and 77.21% on ExpW.

Learnable pooling is the method that allowed to reach the best results. With the
full learnable pooling configuration (Table 5.4), we could reach the best results on all
datasets using third order polynomial kernel. We got very close results to state-of-the-
art with 99.35% on MNIST, 91.79% on Fashion MNIST, 90.97% on Cifar-10 and 71.35%
on FER2013. We have also reached state-of-the-art result on RAF-DB and ExpW with
respectively 93.21% and 76.81%. Using learnable pooling after the first convolution
block (Table 5.5), we could not surpass full learnable pooling network. The best results
were obtained with linear kernel with 87.19% on RAF-DB and 75.95% on Expw. The
same results were obtained when using learnable pooling at the end of the network,
with a slight improvement for Gaussian RBF kernel. Yet linear kernel remains the more
accurate with 87.12% for RAF-DB and 75.87% for ExpW.

Finally, KDL (Table 5.7) gives very good results with all the used kernels. On MNIST
dataset, all the results are above 99% and reached 99.23% with Gaussian RBF kernel. It
also reached 88.03% on RAF-DB and 76.51 on ExpW. The best KDL results were obtained
with third order polynomial kernel. It reached 88.12% on RAF-DB and 76.64% on ExpW.
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Table 5.9 — Accuracy rates of networks with best combinations

Model-1 Model-2
Layers configuration MNIST ‘ Fashion-MNIST | Cifar1o ‘ RAF-DB ‘ FER2013 ‘ ExpW
Full kervolution networks
3"-order Poly 99.16% 90.04 % 88.64% | 87.93% | 70.95% | 76.32%
Gaussian RBF ¢ = 0.9 98.61% 88.78% 87.51% | 87.33% | 70.78% | 76.23%
Single kervolution layer at the beginning
3%-order Poly 99.04% 90.26% 88.73% | 88.06% | 71.06% | 76.85%
Gaussian RBF ¢ = 0.9 98.74% 89.53% 88.48% | 87.89% | 70.98% | 76.75%
Single kervolution layer at the end
3™-order Poly 98.84% 88.45% 87.23% | 88.03% | 70.95% | 76.82%
Gaussian RBF ¢ = 0.9 98.75% 89.33% 90.13% | 89.36% | 71.15% | 77.21%
Full learnable pooling
3™-order Poly 99.35% 91.79% 90.97% | 93.21% | 71.35% | 76.81%
Gaussian RBF ¢ = 0.9 99.11% 91.32% 90.45% | 92.74% | 70.74% | 76.42%
Learnable pooling at the beginning
3"@-order Poly 99.24% 89.88% 87.54% | 86.79% | 69.92% | 75.23%
Gaussian RBF ¢ = 0.9 98.74% 89.53% 88.48% | 87.89% | 70.98% | 76.75%
Learnable pooling at the end
Linear kernel 98.93% 90.42% 87.52% | 87.12% 70.06% | 75.87%
Gaussian RBF ¢ = 0.9 99.03% 90.36% 88.09% | 86.94% 70.11% | 75.79%
Kernelized Dense Layer
3'%-order Poly 99.11% 90.63% 89.37% | 88.12% | 71.28% | 76.64%
Gaussian RBF ¢ = 0.9 99.23% 90.79% 89.11% | 88.03% | 71.06% | 76.51%
State-of-the-art results
Byerly et al [Byerly u.a., 2020] 99.84% - - - - -
Assiri [Assiri, 2020] 99.83% - - - - -
Jayasundara et al [Jayasundara u.a., 2019] | 99.71% 96.36% - - - -
Kolesnikov et al [Kolesnikov u.a., 2019] - - 99.30% - - -
Huang et al [Huang u.a., 2019] - - 99% - - -
Ridnik et al [Ridnik u. a., 2020] - - 99% - - -
Tang et al. [Tang, 2013] - - - - - 71.16%
Guo et al. [Guo u.a., 2016] - - - - - 71.33%
Kim et al. [Kim u.a., 2016] - - - - - 73.73%
Bishay et al. [Bishay u.a., 2019] - - - - 73.10% -
Lian et al. [Lian u. a., 2020] - - - - 71.90 % -
Acharya et al. [Acharya u. a., 2018a] - - - 87% - -
S Li et al. [Li und Deng, 2018b] - - - 74.20% - -
Z.Liu et al. [Liu u.a., 2017b] - - - 73.19% - -

5.4 DiscussioNn

In this chapter, we extensively studied the impact of using kernel functions on different
levels of a CNN, in particular, convolution, pooling and fully-connected layers. We re-
placed convolution layer by a non-linear layer as introduced by Wang et al. [Wang u.a.,
2019]. We tested the performance of this layer following three network configurations.
We first tested them solely, in a full configuration network. After that, we tested them
jointly with the usual convolution layers, plugging them either at the beginning of the
network or at the end.

We have also used a novel pooling layer, based on kernel functions, that keeps the
down-scaling aspect of the standard pooling function and brings various new features.
This pooling layer relay on learnable weights that generalize ordinary pooling opera-
tions (i.e. average pooling and max pooling). Furthermore, it encodes patch-wise non-

linearity. In this manner, the discrimination power of the full network is enhanced. The

100



55

Chapter 5. Kernel function impact on convolutional neural networks

novel pooling, called learnable weights pooling, can be used at any level of the network
and is fully differentiable, which allows the network to be trained in an end-to-end
training. We have also explored their impact following the same network configuration
as stated above.

We also use a novel fully-connected layer in which we use kernel functions to create
a neuron unit that uses a higher degree kernel function on its inputs rather than com-
puting the weighted sum. The used layer, called Kernelized Dense Layers (KDL), is also
differentiable and demonstrates its usefulness in the improvement of the discrimination
power of the full network.

For the three proposed layers, we explored their impact on the overall accuracy
and convergence speed of the network. The results illustrated in Tables 5.1- 5.7 and
Figures 5.6- 5.12 allow us to deduce the following. Kervolution layer is best suited for
feature extraction and gives the best of its results when used at beginning of the network
conjointly with convolution layers. It is more accurate with fine-grained FER datasets
which means that it is more sensitive to subtle details. Adding more kervolution layers
only increases over-fitting. While using kervolution at the end of the network decreases
its performance. On the other hand, learnable pooling works best when used in full
network configuration. It has the same advantages of kervolution in term of being more
sensitive to subtle details with fewer parameters, which prevents it from over-fitting.
The performance of learnable pooling decreases when used only at the beginning of the
network or at the end, compared to the full network configuration. Finally, KDL is the
most stable proposed layer. It shows good performance with all kernels and datasets.

In terms of kernels, we have also noticed that they may perform differently when
used at different levels. For instance, polynomial kernels work best as feature extractors.
They work better when used at the beginning of the network only; as stated in [Wang
u.a., 2019]. On the other hand, Gaussian RBF kernels work best when used at the end

of the network. Either as feature extraction or classification layer.

CONCLUSION

In light of the results obtained in the experiments, we have conducted in this work, we
deduce that kernel functions impact positively the CNN performance. Indeed, the ex-
perimental results prove that the use of kernel functions, instead of the linear functions
used in CNN layers, improves the accuracy rate of the whole model and its convergence
speed. Furthermore, we concluded that the impact of these kernel functions varies ac-
cording to the level in which they are plugged into and the specific kernel in use. We
have also concluded that high order kernels prone to overfitting, whereas low order
kernels might not be sufficiently effective to fit the input data distributions. Therefore, a

trade-off between complexity and performance should be reached.
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IN this chapter, we propose a Facial Expression Recognition (FER) method, based on
kernel enhanced Convolutional Neural Network (CNN) model. Our method im-
proves the performance of a CNN without increasing its depth nor its width. It consists
of expanding the linear kernel function, used at different levels of a CNN. The expan-
sion is performed by combining multiple polynomial kernels with different degrees. By
doing so, we allow the network to automatically learn the suitable kernel for the spe-
cific target task. The network can either uses one specific kernel or a combination of
multiple kernels. In the latter case we will have a kernel in the form of a Taylor series
kernel, which is more sensitive to subtle details than the linear one and is able to better
fit the input data. Furthermore, this method uses the same number of parameters as a

convolution layer or a dense layer.
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INTRODUCTION

A CNN is mainly a stack of three different types of layers; namely convolution, pooling
and fully connected layers. These layers use linear kernel functions in order to extract,
down-sample and classify features, respectively. Let x € R” be an input vector fed into
a layer L and W € R" its related weight vector. A linear kernel is represented as in

equation 6.1.

Klinear(x/ W) - <x/ W>/ (61)

where (.,.) is the inner product.

Linear functions are efficient, particularly when the original data is linearly separa-
ble. These data should have, in general, a high dimensional representation. In such a
case, the decision boundary is likely to be representable as a linear combination of the
original features. It is worth noting that not all high dimensional problems are linearly
separable [Robert, 2014]. For example, images may have a high dimensional representa-
tion, but individual pixels are not very informative. Moreover, taking in consideration
only small regions of the image, dramatically reduces their dimension. Thus making
linear functions less sensitive to subtle changes in input data. However, the ability of de-
tecting such details is crucial in fine-grained recognition, and particularly for FER. Such
recognition application requires a method that can detect the finest features in input
data.

To overcome this issue, facial expression recognition systems must be able to recog-
nise this subtle differences efficiently. Researchers are trying to overcome this problem
by either increasing the network size or by employing more complex functions. In the
first case, researchers are continuously trying to enhance CNNs by increasing their depth
(number of layers) or width (size of the output of each layer). Even though by doing so
the performance of the network is effectively enhanced, it can not be a longstanding
solution. Indeed, these methods drastically increase the number of weights and the net-
work complexity. Therefore, the resulting models can only be used on powerful devices.
In the second case, the focus is more on computation. Many researchers incorporated
more complex functions in CNN, instead of simple linear functions, at different levels.
These methods have the benefits of being less memory consuming, even though they
are harder to train.

In this chapter, we propose to enhance CNN performance without increasing the
number of parameters. Our method consists of expanding the linear kernel function,
used at different level of a CNN. The expansion is performed by combining multiple
polynomial kernels with different degrees. This method allows the network to auto-
matically learn the suitable kernel for a specific task. The network can either uses one
specific kernel or a combination of multiple kernels. In the latter case we will have a

kernel in the form of a Taylor series kernel. This kernel function is more sensitive to
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subtle details than the linear kernel and is able to better fit the input data. The sensi-
tivity to subtle visual details is a key factor for a better facial expression recognition.
Furthermore, this method uses the same number of parameters as a convolution layer
or a dense layer.

The remainder of this chapter is organized as follows: Section 6.2 introduces the
proposed expansion method for convolution and fully connected layers. Section 6.3
presents our experiments setting, the datasets we used and their related results. Finally,

Section 6.4 concludes the chapter.

METHOD

Many researches attempted to enhance the underlying linear kernel in CNNs. Among
these techniques, we focus more on those in which higher order kernels are used instead
of the linear one. The intuition behind is to make the underlying linear kernel operates
on higher dimensional feature map so that it becomes more discriminative. In other
words, instead of running a linear classifier directly on feature, they are first mapped to a
higher-dimensional Reproducing Kernel Hilbert Space (RKHS) using a positive definite
kernel function. For certain kernel functions, the RKHS can even be infinite dimensional.
A linear classifier is then run on this high-dimensional RKHS. Since the dimensionality
of the feature vectors is dramatically increased via this mapping, a linear classifier in the
RKHS corresponds to a powerful nonlinear classifier in the original feature vector space.
Such a classifier is capable of learning more complex patterns than a linear classifier
directly operating on the feature vectors. According to [Cui u.a., 2017], there are two
ways in general to map features to a higher order RKHS. The first and most commonly
used one is to implicitly map the feature via the kernel trick, like in the case of kernel
SVM [Scholkopf u.a., 2002, Cortes und Vapnik, 1995]. Thanks to the kernel trick, we
never have to explicitly calculate the high-dimensional vectors in the RKHS, which will
be computationally expensive (or even impossible in the case of an infinite-dimensional

space) to compute and store. Let ¢(.) : R” — H represent this RKHS embedding.

K(x, W)n = (¢(x), o(W))m, (6-2)

where (.,.)1 denotes the inner product in the Hilbert space H.

The key difference between equation 6.1 and equation 6.2 is that the dot products
between x and W have been replaced with the inner products between ¢(x) and ¢(W).
The more general notion of inner product is used instead of the dot product because the
Hilbert space H can be infinite dimensional.

according to [Cui u.a., 2017, Jayasumana u. a., 2020], the disadvantages are twofold.
The storage needed and the evaluation time are both proportional to the number of
training data, which makes it inefficient on large datasets. In addition, the construction
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of the kernel makes it hard to use stochastic learning methods, including Stochastic
Gradient Descent (SGD) in the training of CNNs. The second way is to explicitly map
the feature vector into high dimensional space with products of features (monomials).
The drawback of this method is the dimension of the explicit feature map, which makes
it impractical to use in real world applications. Despite of these disadvantages, higher
order kernel functions proved that they are more susceptible to fit slight details in data.

We leverage this kernel function properties, and propose to improve the linear ker-
nel function of both convolution and fully connected layers. This enhancement is done
through mapping feature with both ways, implicitly and explicitly. In the first step, we
use higher order kernel methods instead of the linear subsequent functions in these lev-
els of the CNN. Here we implicitly compute the feature mapping using the kernel trick,
as shown in Eq 6.2. After that, we can achieve the explicit mapping of the input features
by concatenating the resulting feature maps from the previous step, in addition to the
linear feature map. The combination is also considered as feature mapping, since the
addition of these kernels is also a valid kernel function. In the following sections, we
describe our proposed method for expanding convolution layers and fully connected
layers into higher degree kernel layers. These proposed layers can be used in the same
manner as the usual CNN layers. Furthermore, these novel layers can be used solely or
jointly with the usual CNN layers. This flexibility makes them usable in any architecture
or even plugged at any level of a pre-trained CNN model.

6.2.1 Convolution layer expansion

Convolution layers are the core building block of a CNN. They leverage the fact that an
input image is composed of small details, or features, and create a mechanism for ana-
lyzing each feature in isolation, which makes a decision about the image as a whole. This
mechanism allowed CNNs to achieve very good results in various fields. Convolution
layer is ruled by a linear kernel function as shown in Eq. 6.1. This makes convolution
implementation relatively simple and computationally inexpensive. Yet, in some cases
convolution fails to learn fully linearly separable features [Jayasumana u. a., 2020, Mah-
moudi u.a., 2021a]. As described above, we leverage kernel function to expand convolu-
tion operation to a higher degree kernel function. This will be achieved in both explicit
and implicit ways.

First of all, to implicitly expand the convolution function we use multiple polynomial
kernels (Eq. 6.3) that will map the input features to a higher dimensional RKHS as
follows: )

Kpotynomial (X, W) = (@(x), 9(W)) = Z;(xTW)p : 6.3)
iz

where ¢(.) : R" — R%(d > n) is a non-linear mapping function.

This enables us to extract features in a high dimensional space, while its computa-
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tional complexity is also much higher than Eq. 6.1. Fortunately, we are able to bypass
the explicit calculation of the high dimensional features ¢(x) via the kernel trick. We
use multiple polynomial kernels with different degrees p > 2. Each of these kernels will
output a feature map. These feature maps must have the same height and width, but
not necessarily the same depth (number of output channels), in order to be used in the
next step.

The second step consists of mapping explicitly the input feature maps. For this pur-
pose, we use special kernel function called Taylor series kernel. Eq. 6.4 describes a Taylor
series kernel of order p as follows:

P
Kraytor (6, W) = {9(x), o(W)) = ) (x, W)?, (6.4)
i=0
where for p =1, Ky, is equivalent to a convolution kernel.

Whereas, starting from p > 2, Ky, is equivalent to a polynomial kernel (Eq. 6.3).
To obtain a kernel in the form of Taylor series kernel, we compute simultaneously the
convolution operation in addition to higher degree polynomial kernels (from the previ-
ous step). The result of all kernel functions is concatenated over the channel axis. This
is similarly to an inception module [Szegedy u.a., 2015], except that instead of using
multiple convolution of different kernel size, we use multiple kernel functions. Fig. 6.1
shows the processing of our expansion method.

5 3rd Poly + BN + Tanh
,t' " 8> Conv+BN+ReLU |3
/
-
/
L3 [2nd Poly + BN + Tanh $

Figure 6.1 — The proposed expansion method consists of applying higher degree (> 2) polynomial kernels
to the input, in addition to convolution. The result of these kernels is concatenated over the channel axis.

Dense layer expansion

Fully connected layers are an essential component of CNNs. These layers take as input
the feature maps resulting from the successive convolution and pooling layers (com-

monly referred to as the feature vector f, of the input image) in order to drive the
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final classification decision. Similarly to convolution layers, fully connected layers are
driven by a linear kernel function (Eq 6.1). As described above, this function, despite
of being simple and computationally inexpensive, fails to learn fully linearly separable
features [Jayasumana u.a., 2020]. Therefore, we propose to expand its linear kernel to
a higher degree kernel function as well. This also will be achieved in both explicit and
implicit ways.

First of all, to expand the dense layers, we use the method of Kernelized Dense Layer
(KDL), proposed in [Mahmoudi u. a., 2020]. KDL is similar to a classical neuron layer in
the way that it applies a dot product between a vector of weights and an input vector,
adds a bias vector (b > 0) and eventually applies an activation function. The difference
from standard fully connected layers is that this method applies a higher degree kernel
function instead of a simple linear dot product, which allows the model to map the input
data to a higher space and thus be more discriminative than a classical linear layer.

Formally, the output Y is computed by applying a kernel function K on an input
vector x € R" and the corresponding vector of weights W € R" and, adding the bias
vector (b > 0). Here, we also use multiple polynomial kernels (Eq. 6.3) that will map the
input features to a higher dimensional RKHS. Yet, in contrary to convolution expansion,
the output has no size constraints in order to be used in the next step.

The second step consists of mapping explicitly the input feature maps. As for convo-
lution expansion we compute simultaneously the linear dot product, which corresponds
to the ordinary fully connected layers, in addition to layers of higher degree polynomial
kernels. The result of these computations is concatenated to form a single vector. This
vector is then in the form of Taylor series kernel. This resulted vector will constitute
the input for the next fully connected layer. An illustration of this process is shown in
Fig. 6.3.

As illustrated in Fig. 6.3, we also propose to combine the two expansion methods
described above. This combination will result in a fully expanded model in the form of
a Taylor series kernel.

EXPERIMENTS

In this section, we shed light on the experimental settings, that have been used to eval-
uate our expansion method. First, we briefly describe the FER datasets that have been
used for the experiments. Then we detail the architecture of the the models we have used
and their training process. Recall from previous section that our expansion method oper-
ates mainly on two type of layers which are convolution and dense layers. Therefore, we
study the impact of each expansion method, solely and jointly as shown in figure 6.2, on
the network accuracy. This results are compared to the ordinary convolution and dense

layers. Finally, we discuss the obtained results with regard to state-of-the-art results.
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Convolution Convolution

Convolution Convolution i
Expansion Expansion

(a) (b) () (d)

Figure 6.2 — In our experiments, we compare the results to an ordinary CNN (a) with our proposed
method over three different configurations. In the first case (b), we replace convolution by the convolution
expansion allover the network followed by fully connected layers. In the second case (c), we replace only the
fully connected layers with our expansion method for these layers. Finally, we test our expansion methods
allover the network (d).

FC FC

Models architecture,training process and datasets

The assumption made in this article is that linear kernel, used at different levels on a
CNN, can achieve better performance if they are expanded using our proposed method.
Moreover, this improvement is reached without the need of additional weight parame-
ters. To verify this assumption we compare the performance of an ordinary CNN to a
network with the same architecture, yet using our proposed expansion method. For this
purpose, we used two pre-trained networks namely, VGG-16 and VGG-19 in addition to
a CNN built from scratch. For the pre-trained CNNs we took only the convolution part
and added two dense layers of 256 unit each and a final softmax layer with 7 output
units. This models will be referred to as VGG-16-bese and VGG-19-bese. Whereas, we
will refer to the model built from scratch as Model-1. This model architecture is com-
posed of five convolutional blocks. Each block consists of a convolution, batch normal-
ization and rectified linear unit activation layers. The use of batch normalization [Zou
u.a., 2019] before the activation brings more stability to parameter initialization and
achieves higher learning rate. Each of the five convolutional blocks is followed by a max
pooling layer and a dropout layer. Finally, three fully connected layers are added on
top of the last convolution block with respectively 128, 128 and 7 units. Furthermore,
we build expanded models, with the same architecture as the three models described
above, following the configuration shown in figure 6.2.

For training, We used Adam optimiser with a learning rate varying from 0.001 to
5e-5. This learning rate is decreased by a factor of o.5 if the validation accuracy does not
increase over five epochs. To avoid overfitting, we first augmented the data using a range
degree for random rotations of 20, a shear intensity of 0.2, a range for random zoom of
0.2, and randomly flip the inputs horizontally. We also employed early stopping if the
validation accuracy does not improve by a factor of 0.01 over ten epochs. Each layer of
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Linear @ 2nd polynomial @ 3rd polynomial

Softmax

vector

Figure 6.3 — Expansion of dense layer proceeds in two steps. First, it computes multiple polynomial KDL
in addition to the linear layer. Then, it concatenates the resulting vectors in a single expanded dense layer
vector. The latter will be finally fed to the next expanded dense layer or dense layer. Best viewed in color.

our model is initialized with He normal distribution [He u. a., 2015a] and a weight decay
of 0.0001. For our experiments, we have used three well-known in the wild FER datasets,
namely RAF-DB, ExpW and FER2013. The only preprocessing which we employed on
all experiments is cropping the face region and resizing the resulting images to 100 x 100

pixels.

Ablation Study

This section explores the impact of the use of the proposed expansion method on the
overall accuracy of VGG-16, VGG-19 and Model-1. The obtained results using these
models are reported in Tables 6.1, 6.2 and 6.4, as base models. As shown in Tables 6.1, 6.2,
and 6.4 the accuracy rates obtained with VGG-16-base is 69.38%, 85.42%, 77.75% on
FE2013, RAF-DB and ExpW, respectively. Whereas for VGG-19-base, the obtained accu-
racy rates are 69.52% for FER2013, 85.99% for RAF-DB, and 77.92% for ExpW. Lastly,
the obtained accuracy rates for Model-1 are 70.13%, 87.05%, and 75.91% for FER2013,
RAEF-DB and ExpW, respectively.

After that, we evaluated the performance of these network architectures, with
our proposed method, on different levels and with different kernel function degrees
(Fig. 6.2). These expanded models of VGG-16, VGG-19 and Model-1, were, as men-
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tioned above, built and trained from scratch. As shown in figure 6.2, we performed
CNN layers expansion following three main configurations. First, we used the expan-
sion on the convolution level. After that, we expanded the fully connected layers. Finally,
we tested full expansion by combining the two previous expansion methods. For all of
these expansions, we use three different kernels, namely: i) a Taylor series kernel up to
the second degree; ii) a Taylor series kernel up to the third degree; and iii) the linear
kernel which corresponds to a Taylor series kernel up to degree one. We have expanded
the convolution layer by first adding two blocks of feature maps resulting from two
polynomial kernels of second and third degree. The proportion of the kernels are ap-
proximately 70% for convolution, 20% for polynomial kernel of second degree, and 10%
for polynomial kernel of third degree. For instance, if the output channel size is 128, the
proportion of the three kernels output is 9o for convolution, 26 for polynomial kernel of
second degree and 12 for polynomial kernel of third degree. In the case of expansion up
to second degree only, the proportion are approximately 80% for convolution and 20%
for polynomial kernel of second degree. Following the previous example, the proportion
of the two kernels output is 102 for convolution and 26 for polynomial kernel of second
degree. We also used the same proportion in the dense layers expansion and the full
network expansion. The sections bellow discuss the obtained results at each level solely,
then the results of their combinations.

Convolution layer expansion

As shown in Table 6.1, the accuracy rates obtained with VGG-16 like model are 70.07%
for FER2013, 86.13% for RAF-DB, and 78.17% for ExpW, with the Taylor kernel up to
second degree. This represents an improvement up to 0.7% over the full linear model.
Whereas, with the Taylor kernel up to third degree, the obtained accuracy rates are
70.31% for FER2013, 86.24% for RAF-DB, and 78.61% for ExpW. This kernel improves
further the accuracy of the model up to 1% more than its full linear counterpart. On
the other hand, the accuracy rates obtained with VGG-19 like model are 70.82% for
FER2013, 86.44% for RAF-DB, and 78.33% for ExpW, with the Taylor kernel up to second
degree. Similarly to VGG-16, the use of this kernel also enhances the accuracy for VGG-
19 up to 0.8% more than the linear kernel model. Whereas, with the Taylor kernel up to
third degree, the obtained accuracy rates are 71.08% for FER2013, 87.04% for RAF-DB,
and 79.16% for ExpW. Again, this kernel improves the accuracy up to 1.5% compared
to its linear counterpart. Finally, the accuracy rates obtained with Model-1 are 70.84%
for FER2013, 87.69% for RAF-DB, and 76.52% for ExpW, with the Taylor kernel up to
second degree. Similarly to the previous models, the use of this kernel also enhances
the accuracy for Model-1 up to 0.6% more than the linear kernel model. Whereas, with
the Taylor kernel up to third degree, the obtained accuracy rates are 71% for FER2013,
87.84% for RAF-DB, and 79.71% for ExpW. Therefore, this kernel improves the accuracy

up to 0.8% compared to its linear counterpart.

110



Chapter 6. Expanding Convolutional Neural Network Kernel For Facial Expression
Recognition

Table 6.1 — Results of convolution layer expansion method.

’Level\ Model \ Kernel \FER2013\ RAF \ ExpW ‘

VGG-16-base 69.38% | 85.42% | 77.75%
VGG-19-base 69.52% | 85.99% | 77.92%
Model-1 70.13% | 87.05% | 75.91%

Conv-2and | 70.07% | 86.13% | 78.17%
Conv-3rd | 70.31% | 86.24% | 78.61%
Conv-and | 70.82% | 86.44% | 78.33%
Conv-3rd | 71.08% | 86.57% | 78.71%
Conv-2nd | 70.84% | 87.69% | 76.52 %
Conv-3rd 71% 87.84% | 76.71 %

VGG-16

VGG-19

Model-1

Conv-Expansion

Dense layer expansion

First of all, as shown in Table 6.2, the accuracy rates obtained with VGG-16 like model
are 70.98% for FER2013, 86.89% for RAF-DB, and 78.85% for ExpW, with the Taylor
kernel up to second degree. This kernel improves further the accuracy of the model
up to 1.3% more than its full linear counterpart. Whereas, with the Taylor kernel up to
third degree, the obtained accuracy rates are 71.58% for FER2013, 87.04% for RAF-DB,
and 79.16% for ExpW. This represents an improvement up to 2% over the full linear
model. On the other hand, the accuracy rates obtained with VGG-19 like model are
71.46% for FER2013, 87.18% for RAF-DB, and 79.21% for ExpW, with the Taylor kernel
up to second degree. Similarly to VGG-16, the use of this kernel also enhances the
accuracy for VGG-19 up to 1.9% more than the linear kernel model. Whereas, with the
Taylor kernel up to third degree, the obtained accuracy rates are 71.95% for FER2013,
87.29% for RAF-DB, and 79.39% for ExpW. This represents an improvement up to 2.5%
over its linear counterpart. Finally, the accuracy rates obtained with Model-1 are 71.41%
for FER2013, 88.26% for RAF-DB, and 76.11% for ExpW, with the Taylor kernel up to
second degree. This represents an improvement up to 1.3% over its linear counterpart.
With the Taylor kernel up to third degree, Model-1 reached 71.86%, 88.59% and 76.63%
on FE2013, RAF-DB and ExpW, respectively. This represents an improvement up to 1.8%

over its linear counterpart.
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Table 6.2 — Results of dense layer method.
’ Level \ Model \ Kernel \ FER2013 \ RAF \ ExpW ‘

VGG-16-base 69.38% | 85.42% | 77.75%
VGG-19-base 69.52% | 85.99% | 77.92%
Model-1 70.13% | 87.05% | 75.91%

C: = 00 00 . 0O
-% VGG-16 Dense-2nd 70.980/ 86.890/ 78 850/
g Dense-3rd | 71.58% | 87.04% | 79.16%
Q. ) Dense-2and | 71.46% | 87.18% | 79.21%
mi< VG619 Dense-3rd | 71.95% | 87.29% | 79.39%
? Conv-and | 71.41% | 88.26% | 76.11 %
g Model-1 = i d T 71.86% | 88.50% | 76.63%

To further evaluate the efficiency of dense layer expansion, we tested these layers
solely in an MLP fashion. The goal, here, is not achieve state-of-the-art or competitive
results. It is rather to demonstrate the improvement that an expanded dense layer can
bring when used, solely, in an MLP fashion. We built an MLP with two hidden layers of
256 units each and a softmax output layer of 7 units. We followed the same configuration
as the previous dense layer expansion, that is: i) a full linear MLP; ii) an MLP with a
Taylor series kernel up to the second degree; and ii) an MLP with a Taylor series kernel
up to the third degree. Given the small size of these MLP networks, We resized the FER
dateset images to 48 x 48 pixels. The results of these configuration are reported in 6.3.
As one can see in table 6.3, the linear MLP achieved 43.18%, 51.29%, 39.65% on FE2013,
RAF-DB and ExpW, respectively. Whereas, the MLP with Taylor series expanded dense
layers up to the second degree reached 45.32% on FER2013, 51.84% on RAF and 40.11%
on ExpW. This is represents an improvement up to 2.12% in accuracy rate compared
to its linear counterpart. Finally, the MLP with Taylor series expanded dense layers up
to the third degree reached 45.80%, 52.26%, 40.81% on FE2013, RAF-DB and ExpW,
respectively. Once again, the MLP with Taylor series expanded dense layers up to the
third degree outperformed the other expansion kernels and enhanced the accuracy for
about 2.62%. This short experiment show the inherent descriminative power of neuron
with a kernel of high degree. In other words, it show the enhancement that such a

neuron can bring at any level in any type of neural network.
Table 6.3 — Results of dense layer as MLP.

] Kernel \ FER2013 \ RAF \ ExpW ‘
linear-MLP 43.18% | 51.29% | 39.65%
Dense-2nd-MLP | 45.32% | 51.84% | 40.11%
Dense-3nd-MLP | 45.80% | 52.26% | 40.81%
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Full expansion

After testing expansion on the two main levels of the CNN, namely: convolution layer
and fully connected layer, we have also tested the efficiency of this expansion method
jointly on these layer types. As shown in Table 6.4, the accuracy rates obtained with
VGG-16 like model are 70.22% for FER2013, 86.17% for RAF-DB, and 78.32% for ExpW,
with the Taylor kernel up to second degree. This kernel improves further the accuracy
of the model up to 0.8% more than its full linear counterpart. Whereas, with the Taylor
kernel up to third degree, the obtained accuracy rates are 70.28% for FER2013, 86.20% for
RAF-DB, and 78.41% for ExpW. This represents an improvement up to 0.9% over the full
linear model. On the other hand, the accuracy rates obtained with VGG-19 like model
are 70.91% for FER2013, 86.48% for RAF-DB, and 78.52% for ExpW, with the Taylor
kernel up to second degree. Similarly to VGG-16, the use of this kernel also enhances
the accuracy for VGG-19 up to 1.5% more than the linear kernel model. Whereas, with
the Taylor kernel up to third degree, the obtained accuracy rates are 70.97% for FER2013,
86.53% for RAF-DB, and 78.63% for ExpW. This represents an improvement up to 1.6%
over its linear counterpart. Unfortunately, the expansion to the third degree Taylor series
kernel does not enhance much the overall accuracy of the network compared with the

second degree expansion.

Table 6.4 — Results of full expansion method.
| Level | Model | Kernel [ FER2013 [ RAF | ExpW |

VGG-16-base 69.38% | 85.42% | 77.75%
VGG-19-base 69.52% | 85.99% | 77.92%
Model-1 70.13% | 87.05% | 75.91%

Full-2nd | 70.22% | 86.17% | 78.32 %
Full-3rd 70.28% | 86.20% | 78.41%
Full-2nd | 70.91% | 86.48% | 78.52%
Full-3rd 70.97% | 86.53% | 78.63%
Conv-2nd | 70.95% | 87.78% | 76.68%
Conv-3rd | 71.12% | 87.93% | 76.84%

VGG-16

VGG-19

Model-1

Full-Expansion

The obtained results with our expansion method show that the use of higher order
kernel along with the linear kernel is beneficial to the overall accuracy of the network.
However, the impact of our method changes according to the level where it is applied.
For instance, the use of our expansion method at the convolution level increases the
accuracy according to the kernel degree. The higher is the kernel degree, the better is
the accuracy. Similarly to the convolution layers, the fully connected layers also increase
the accuracy rates according to the kernel degree. However, the use of our expansion
method on the fully connected layers performs better than the convolution expansion.
Finally, even though the full network expansion increases the overall accuracy over the
linear model, it slightly outperforms the convolution expansion method. Furthermore,

the increase of the accuracy with respect to the kernel degree is not truly perceptible.
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Also, the use of the full expansion seems to be prone to over-fitting. Taking into consid-
eration the computation cost of a full expansion, the latter seems to be less useful than

the precedent uses of our expansion method.

Comparison with state-of-the-art

In this section, we compare the performance of our two models which uses the proposed
expansion method with respect to several state-of-the-art methods. The obtained results
are reported in Table 6.5. According to Table 6.5, our proposed expansion method out-
performs all the state-of-the-art methods on the ExpW dataset. The best accuracy rate is
79.39% and has been reached using the fully connected layers expansion up to the third
degree kernel with VGG-19 model. The same kernel with VGG-16 model gives 79.16%.
On the other hand, convolution expansion reached an accuracy rate of 78.71% with the
third degree kernel on VGG-19, and 78.61% with the same expansion on VGG-16. As
stated in the previous section, the use of a full expansion overall the network does not
enhance the accuracy as it might be expected.

On RAF dataset, the performance of our method outperforms most of the state-
of-the-art methods. The best performance on this dataset were reached with the fully
connected layer expansion on both VGG-19 and VGG-16 models. The other expansion
techniques performs less than the latter, and reached lower results compared to state-
of-the-art methods. The methods we could not outperform are Mahmoudi et al which
implemented kernel function as pooling layer and FC layer.

Finally, even though we did not outperform state-of-the-art methods on FER2013, we
confirmed the superiority of our method compared to standard CNNs. We reached an
accuracy rate of 71.95% with the third order kernel expansion on fully connected layers
which is 1.78% less than state-of-the-art method [Kim u. a., 2016].
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Table 6.5 — Accuracy rates of the proposed approach and state-of-the-art approach
’ Models \ FER2013 \ RAF \ ExpW ‘

VGG-16-Conv-3rd 70.31% | 86.24% | 78.61%
VGG-19-Conv-3rd 71.08% | 86.57% | 78.71%
VGG-16-Dense-3rd 71.58% | 87.04% | 79.16%
VGG-19-Dense-3rd 71.95% | 87.29% | 79.39%

VGG-16-Full-3rd 70.28% | 86.20% | 78.41%

VGG-19-Full-3rd 70.97% | 86.53% | 78.63%
Model-1-Conv-3rd 71% 87.84% | 76.71%

Mahmoudi et al. [Mahmoudi u.a., 2020] | 71.35% | 93.21% | 76.81%
Mahmoudi et al [Mahmoudi u.a., 2020] | 71.28% | 88.02% | 76.64%
Tang et al. [Tang, 2013] 71.16% - -
Guo et al. [Guo u.a., 2016] 71.33% - -
Kim et al. [Kim u. a., 2016] 73.73% - -
Bishay et al. [Bishay u. a., 2019] - - 73.1%
Lian et al. [Lian u. a., 2020] - - 71.9 %
Acharya et al. [Acharya u.a., 2018a] - 87% -
S Li et al. [Li und Deng, 2018b] - 74.2% -
Z.Liu et al. [Liu u. a., 2017b] - 73.19% -

CONCLUSION

In this chapter, we proposed to improve CNN performance without increasing the num-
ber of learnable parameters. Our method consists of expanding the linear kernel func-
tion, used at different levels of a CNN. The expansion is performed by combining mul-
tiple polynomial kernels with different degrees. By doing so, the network automatically
learns the suitable kernel that optimizes the target objective. In our settings, a network
can either use a single kernel or a combination of multiple ones which make a Taylor
series kernel. We demonstrated that the used kernel function is more sensitive to subtle
details than the linear one. This is important for fine-grained classification in particular
it increases both the representation and the classification power of the CNN for facial
expression recognition. The experiments conducted on FER datasets showed that the
use of our method allows the network to outperform conventional CNNSs. The obtained
results showed that the use of higher order kernel along with the linear one is benefi-
cial to the overall accuracy of the network. However, we noticed that the position of the
plugged kernel impacts on the accuracy of the full network. For instance, the kernel ex-
pansion at the convolutional level increases the accuracy according to the kernel degree.
We also observed that, the fully connected layers react similarly as the convolutional
layers, to the kernel degree. However, the kernel expansion used on the fully connected
layers performs better than any convolutional layer in the network. We finally observed
that, even though the full network expansion increases the overall accuracy over the
linear model, it slightly outperforms the convolution. Furthermore, in the full network
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expansion, the increase of the accuracy with respect to the kernel degree is not truly per-
ceptible. Also, the use of the full expansion seems to be prone to over-fitting. Taking into
consideration the computation cost of a full expansion, one may prefer to use either the
convolutional layer expansion or the fully connected layer expansion taken separately.

As perspectives, we aim at developing an algorithm that allows to learn the ap-
propriate kernel for a specific task. The algorithm favors a kernel, among a variety of
kernels, that optimizes the objective function. Moreover, the use of this algorithm may
results in a combination of different kernels at different levels of a network.
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CONCLUSION AND FUTURE WORK

Our studies focused on the incorporation of non-linear kernel functions at different
levels of a CNN. The assumption that we have made is that linear functions are efficient
only when the original data is linearly separable, which should have, in general, a high
dimensional representation. In such a case, the decision boundary can be representable
as a linear combination of the original features. On the other case, linear kernel func-
tions fail to fit the input data. Therefore, a more discriminative kernel functions must be
used. The intuition behind is to make the underlying linear kernel operates on higher
dimensional feature map so that it becomes more discriminative. In other words, in-
stead of running a linear classifier directly on feature, they are first mapped to a higher-
dimensional Reproducing Kernel Hilbert Space (RKHS) using a positive definite kernel
function. For certain kernel functions, the RKHS can even be infinite dimensional. A lin-
ear classifier is then run on this high-dimensional RKHS. Since the dimensionality of the
feature vectors is dramatically increased via this mapping, a linear classifier in the RKHS
corresponds to a powerful nonlinear classifier in the original feature vector space. Such
a classifier is capable of learning more complex patterns than a linear classifier directly
operating on the feature vectors. To evaluate the performance of the resulting meth-
ods, we chose to apply the later on more challenging fine-grained recognition. Facial
expression recognition is considered one of most challenging fine-grained recognition
problems. Indeed, the difference in facial expression categories relies on small subtle ar-
eas in the facial images like the mouth, eyebrows and the noise. To overcome this issue,
facial expression recognition systems must be able to recognise this subtle differences
efficiently.

Chapter 1 sheds lights on the important concept related to our field of study. First
of all, We detail this new emergent domain in artificial intelligence called Deep Learn-
ing, review the most important models, framework and its different application fields.
Second, we give a brief overview about kernel methods. This overview covers the math-
ematical basics that the kernel methods rely on. It also explains the construction steps of
kernels, the important concept of the kernel trick, and enumerate some well known ker-
nel functions. Since our work is centred around the incorporation of kernel methods in
deep learning networks. Among the deep learning models, our research focused specif-
ically on convolutional neural networks (CNN). Therefore, the later is more detailed
than other models. Finally, our case of study: facial expression recognition is defined
and some important study in this field were also illustrated.

Chapter 2 proposed a FER method based on the improved bilinear CNN model.
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Conclusion and Future Work

In this framework, various ways of normalization were used to improve the accuracy,
including the matrix square root, element-wise square root and L2 normalization. To
validate our method, we have used three large, well known, facial expression databases
which are FER2013, RAF-DB and ExpW. In order to evaluate the improvement of our
method, we have first implemented a CNN from scratch and fine-tuned pre-trained
VGG-16 on our facial expressions datasets. After that we have implemented a bilinear
model on top of the above models individually and on top of both of them. Finally, we
repeated the same procedure with the improved bilinear model. The experiments show
that this framework improves the overall accuracy for about 3%.

Bilinear models have been shown to achieve very good accuracy results on different
visual recognition domains, like fine grained recognition, semantic segmentation and
face recognition. Nevertheless, the dimensions of bilinear features are very high, usually
on the order of hundreds of thousands to a few million. The reason why they are not
practical for many visual recognition fields. Moreover, matrix square root function and
bilinear pooling function are very memory and CPU consuming, which decrease the
performance of the model. Therefore, many improvements have been applied to CNN,
for instance compact bilinear pooling [Gao u. a., 2016], reaching the same discriminative
power as the full bilinear representation but with a representations having only a few
thousand dimensions. An other improvement is the kernel pooling for CNNs [Cui u. a.,
2017] which is a general pooling framework that captures higher order interactions of
features in the form of kernels.

Chapter 3 introduce one of our major contribution. we proposed a FER method based
on a CNN model to which we specifically designed a novel pooling layer which retains
the down-sampling advantage of an ordinary pooling function and brings several new
features. The proposed pooling layer, which has learnable weights, generalizes standard
pooling functions and, additionally encodes non-linear relation between features. It is
differentiable and can be plugged at any level of the network, allowing, in turns, an
end-to-end learning. The experiments on ExpW, RAF-DB and FER2013 datasets demon-
strate the efficiency of the proposed pooling method compared to standard pooling. The
experiments also showed that the proposed FER method outperforms state-of-the-art
methods. The performance of our model is essentially due to its capability of capturing
high order information that are crucial for fine-grained classification tasks such as the
FER.

Chapter 4 also introduce an innovative work that is similar to the precedent chapter,
yet focuses on the fully connected layer of Convolutional Neural Networks. we designed
Kernelized Dense Layer for CNN model that aims to enhance the discriminative power
of the overall model. It consists of applying higher order kernel method than the stan-
dard FC layer. Experimental results on ExpW, RAF-DB and FER2013 datasets demon-
strate the efficiency of the proposed KDL compared to standard FC layer in terms of
convergence, speed and overall accuracy. The proposed FER method outperforms most
of the state-of-the-art methods and remains competitive. The performance of our model
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is essentially due to its capability of capturing high order information that are crucial
for fine-grained classification tasks such as the FER.

Chapter 5 investigates the usage of kernel functions at the different layers in a con-
volutional neural network. We carry out extensive studies of their impact on convo-
lutional, pooling and fully-connected layers. We notice that the linear kernel may not
be sufficiently effective to fit the input data distributions, whereas high order kernels
prone to over-fitting. This leads to conclude that a trade-off between complexity and
performance should be reached. We show how one can effectively leverage kernel func-
tions, by using our proposed pooling layers (chapter 3) and the proposed Kernelized
Dense Layers (chapter 4). The experiments on conventional classification datasets i.e.
MNIST, FASHION-MNIST and CIFAR-10, show that the proposed techniques improve
the performance of the network compared to classical convolution, pooling and fully
connected layers. Moreover, experiments on fine-grained classification i.e. facial expres-
sion databases, namely RAF-DB, FER2013 and ExpW demonstrate that the discrimina-
tive power of the network is boosted, since the proposed techniques improve the aware-
ness to slight visual details and allows the network reaching state-of-the-art results.

In light of the results obtained in the experiments, we have conducted in this work,
we deduce that kernel functions impact positively the CNN performance. Indeed, the ex-
perimental results prove that the use of kernel functions, instead of the linear functions
used in CNN layers, improves the accuracy rate of the whole model and its convergence
speed. Furthermore, we concluded that the impact of these kernel functions varies ac-
cording to the level in which they are plugged into and the specific kernel in use. We
have also concluded that high order kernels prone to overfitting, whereas low order
kernels might not be sufficiently effective to fit the input data distributions. Therefore, a
trade-off between complexity and performance should be reached.

Chapter 6 we proposed to improve CNN performance without increasing the num-
ber of learnable parameters. Our method consists of expanding the linear kernel func-
tion, used at different levels of a CNN. The expansion is performed by combining mul-
tiple polynomial kernels with different degrees. By doing so, the network automatically
learns the suitable kernel that optimizes the target objective. In our settings, a network
can either use a single kernel or a combination of multiple ones which make a Taylor
series kernel. We demonstrated that the used kernel function is more sensitive to subtle
details than the linear one. This is important for fine-grained classification in particular
it increases both the representation and the classification power of the CNN for facial
expression recognition. The experiments conducted on FER datasets showed that the
use of our method allows the network to outperform conventional CNNs. The obtained
results showed that the use of higher order kernel along with the linear one is benefi-
cial to the overall accuracy of the network. However, we noticed that the position of the
plugged kernel impacts on the accuracy of the full network. For instance, the kernel ex-
pansion at the convolutional level increases the accuracy according to the kernel degree.
We also observed that, the fully connected layers react similarly as the convolutional
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layers, to the kernel degree. However, the kernel expansion used on the fully connected
layers performs better than any convolutional layer in the network. We finally observed
that, even though the full network expansion increases the overall accuracy over the
linear model, it slightly outperforms the convolution. Furthermore, in the full network
expansion, the increase of the accuracy with respect to the kernel degree is not truly per-
ceptible. Also, the use of the full expansion seems to be prone to over-fitting. Taking into
consideration the computation cost of a full expansion, one may prefer to use either the
convolutional layer expansion or the fully connected layer expansion taken separately.
As perspectives, we aim at developing an algorithm that allows to learn the ap-
propriate kernel for a specific task. The algorithm favors a kernel, among a variety of
kernels, that optimizes the objective function. Moreover, the use of this algorithm may

results in a combination of different kernels at different levels of a network.

120



OUR CONTRIBUTIONS

¢ M Amine Mahmoudi, Aladine Chetouani, Fatma Boufera, and Hedi Tabia. “ Learn-
able pooling weights for facial expression recognition”. Pattern Recognition Let-
ters, 138, 2020. [Mahmoudi u. a., 2020]

* M. A. Mahmoudi, A. Chetouani, F. Boufera, and H. Tabia. “Kernelized dense layers
for facial expression recognition”. 2020 IEEE International Conference on Image

Processing (ICIP), pages 2226—2230, 2020. [Mahmoudi u. a., 2020]

¢ M Amine Mahmoudi, Aladine Chetouani, Fatma Boufera, and Hedi Tabia. “Im-
proved bilinear model for facial expression recognition”. Pattern Recognition and
Artificial Intelligence. MedPRAI2020. Communications in Computer and Informa-

tion Science, volume 1322, pages 47-59. Springer, 2021a. [Mahmoudi u. a., 2021b]

* M Amine Mahmoudi, Aladine Chetouani, Fatma Boufera, and Hedi Tabia. “Taylor
series kernelized layer for fine-grained recognition”. 2021 IEEE International Con-
ference on Image Processing (ICIP), pages 1914-1918. IEEE, 2021b. [Mahmoudi

u.a., 2021¢]

* M Mahmoudi, Aladine Chetouani, Fatma Boufera, and Hedi Tabia. “Deep kernel-
ized network for fine-grained recognition”. International Conference on Neural

Information Processing, pages100—-111. Springer, 2021 [Mahmoudi u. a., 2021a]

e M Amine Mahmoudi, Aladine Chetouani, Fatma Boufera, and Hedi Tabia.
“Kernel-based convolution expansion for facial expression recognition”. Pattern
Recognition Letters, Volume 160, August 2022, Pages 128-134. [Mahmoudi u.a.,

2022]
Contributions - Under Review

e M Amine Mahmoudi, Aladine Chetouani, Fatma Boufera, and Hedi Tabia. “Kernel
Function Impact on Convolutional Neural Networks”. In Multimedia Tools and
Applications — Springer, since August 2021.

¢ M Amine Mahmoudi, Aladine Chetouani, Fatma Boufera, and Hedi Tabia. “Ex-
panding Convolutional Neural Network Kernel For Facial Expression Recog-
nition”. In IEEE Transactions on Cognitive and Developmental Systems, since
September 2021.

121



DEEP KERNELIZED NETWORK FOR
FINE-GRAINED RECOGNITION

In this chapter, we investigate the usage of different kernel methods in a CNN fashion.
The goal here is to use the structure of a CNN, but instead of using simple linear ker-
nel function which are usually in CNN layers, we use Higher degree kernel function.
These kernel function are more discriminative than linear function, therefore they can
bring more discrimination power to the network. However, the impact of these function
can vary from a layer to another. For this purpose, we first replace the convolution op-
eration in CNNs by a non-linear kernel function similarly to Kervolution [Wang u.a.,
2019]. We also replace fully connected layer alternatively with Kernelized Dense Lay-
ers (KDL) [Mahmoudi u. a., 2020] and kernel SVM [Burges u. a., 1999]. The remainder of
this chapter is organized as follows: Section A.1 introduces the study design. Section A.2
presents our experiments setting, the datasets we used and their related results. Finally,
Section A.3 concludes the paper.

STUDY DESIGN

In this section, we describe the study design that we have followed in order to investigate
the impact of kernel function methods when used in a deep network fashion. Figure A.1
shows the different deep kernel networks configuration used for this study. In the first
configuration (a), we used a Kervolution based network followed by fully connected
layers. This first configuration is used only for training the Kervolution based network
that will be used in later configurations. In the second configuration (b), we used the
same Kervolution based network followed by Kernelized dense layers (KDL). Finally,
for the third configuration, we took also the Kervolution based network and plugged a
kernel SVM at its end. The two last configurations represent two fully kernelized deep

networks that our study will be based on.
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Figure A.1 — The deep kernel networks configuration used for this study.

EXPERIMENTS

In this section, we explain in more details the experiments we have performed in order
to evaluate our methods described above. For this purpose, we have used three well-
known fine-grained as well as three well-known FER datasets. Details of these datasets
are given below. After that, implementation details are given including the models ar-
chitectures and the training process. Finally, we discuss the obtained results are discuss
the improvement given by each technique.

Datasets

We evaluated our models on two categories of datasets. First of all, we used three
well-known fine-grained datasets, namely, FGVC-Aircraft [Maji u.a., 2013], Stanford-
Cars [Krause u. a., 2013b] and CVPRIndoor [Quattoni und Torralba, 2009].

* The FGVC-Aircraft [Maji u.a., 2013] dataset is composed of 10,200 images of air-
craft images. These images are categorized in 102 different aircraft model variants,

most of which are airplanes.

¢ The StanfordCars [Krause u.a., 2013b] dataset is composed of 16,185 images of
196 categories of cars. These images are divided into 8,144 for training and 8,041
for testing.

¢ The CVPRIndoor [Quattoni und Torralba, 2009] dataset is composed of 15620
images categorized in 67 Indoor classes with at least 100 images per category.

In addition, we also tested our approach on three FER datasets, namely, RAF-DB,
ExpW and FER2013.
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¢ The RAF-DB [Li u. a., 2017] or Real-world Affective Face DataBase is composed of
29,672 facial in the wild images. This images are categorized in either seven basic

classes or eleven compound classes.

¢ The ExpW [Zhang u.a., 2018b] or EXPression in-the-Wild dataset is composed of
91,793 facial in the wild images. The annotation was done manually on individual

images.

¢ The FER2013 database was used for the ICML 2013 Challenges in Representation
Learning [Goodfellow u.a., 2013]. It is composed of 28,709 training images and
3,589 images for both validation and test.

The intuition behind that was to prove that kernel based models are efficient for
recognizing object with subtle visual details. It is worth noting that both categories of
the datasets used in this chapter meet these criteria.

Models architecture and training process

To demonstrate the efficiency of the proposed method, we used VGG-16 [Simonyan
und Zisserman, 2014] like models with two fully connected layers of 256 units each
and a final softmax layer. In addition, we built a second model from scratch (Fig A.2).
This model architecture is composed of five Kervolutional blocks, each followed by a
max pooling layer and a dropout layer. A block consists of a Kervolutional layer, batch
normalization layers. We will refer to these models as VGG-16-base and Model-1, re-
spectively. For training, we have used Adam optimiser using a learning rate starting
from o0.001 to 5e-5. This learning rate is lowered by a factor of o.5 if the validation accu-
racy does not improve for five epochs. To avoid overfitting, we first augmented the data
using a shear intensity of 0.2, a range degree for random rotations of 20, and randomly
flip the inputs horizontally, a range for random zoom of 0.2,. We also employed early
stopping if the validation accuracy does not increase by a factor of 0.01 over ten epochs.
Each layer of our model is initialized with He normal distribution [He u.a., 2015a] and
a weight decay of 0.0001. The only preprocessing we employed on all our experiments
is cropping the face region and resizing the resulting images to 100 x 100 pixels for FER
dataset. For both FGVC-Aircraft and StanfordCars, we cropped the object region. We
resize the resulting images so that its longer side is 100 while keeping its aspect ratio.
We have also zero padded these images to obtain 100 x 100 pixels.

We first trained our two base kervolutional models, VGG-16-base and Model-1 with
fully connected layers. These models use both second and third order polynomial ker-
nels. After that, we took the Kervolution backbones and replaced the fully connected
layers with KDL and SVM with the same kernel used in the later (Fig A.1). These re-
sulted in six different configurations for each model.
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Figure A.2 — Model-1 architecture: it is composed of five Kervolutional blocks. Each block consists of
a Kervolutional layer, batch normalization layers. Each block is followed by a max pooling layer and
a dropout layer. Finally, two fully-connected layers are added on top of these convolution blocks with
respectively 256 units and ReLU activation and an output softmax layer.

Ablation Study

This section explores the impact of kernel-based methods on the overall network accu-
racy, following the network configurations explained above. The results obtained with
these models are reported as VGG-16-base and Model-1 in Table A.1 and Table A.2 for
fine-grained and FER datasets, respectively.

Table A.1 — Results of the different configurations on fine-grained datasets.

] Model | Kernel \ FGVC-Aircraft \ StanfordCars \ IndoorCVPR ‘
FC 2nd order poly 65.42% 62.15% 64.23%
3rd order poly 65.87% 62.64% 64.92%
VGG-16 KDL 2nd order poly 66.11% 62.95% 65.06%
3rd order poly 66.72% 63.36% 65.7%
SVM 2nd order poly 66.4% 63.31% 65.52%
3rd order poly 67.08% 63.96% 66.01%
FC 2nd order poly 65.88% 62.74% 64.79%
3rd order poly 66.45% 63.09% 65.32%
Model-1 KDL 2nd order poly 65.27% 62.19% 64.08%
3rd order poly 66.8% 63.68% 65.88%
SVM 2nd order poly 65.59% 62.79% 64.6%
3rd order poly 67.03% 63.36% 64.24%

As shown in Table A.1, the accuracy rates obtained with VGG-16-base using second
order Kervolution and fully connected layers are 65.42%, 62.15%, 64.23 % on FGVC-
Aircraft, StanfordCars and IndoorCVPR, respectively. Whereas for third order Kervo-
lution VGG-16-base and fully connected layers, the obtained accuracy rates on FGVC-
Aircraft, StanfordCars and IndoorCVPR, respectively, are 65.87%, 62.64%, 64.92%. On
the other hand, the accuracy rates obtained with VGG-16 like model are 66.11% on
FGVC-Aircraft, 62.95% on StanfordCars and 65.06% on IndoorCVPR, with second or-
der Kervolution and KDL. This represents an improvement up to 0.8% over the fully
connected layers. Whereas, with Kervolution and KDL third degree polynomial, the ob-
tained accuracy rates are 66.72% on FGVC-Aircraft, 63.36% on StanfordCars, 65.7% on

IndoorCVPR. This kernel improves further the accuracy of the model up to 0.9% more
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than its FC counterpart. Lastly, the accuracy rates obtained with VGG-16 like model are
66.4% on FGVC-Aircraft, 63.31% on StanfordCars, 65.52% on IndoorCVPR, with second
order Kervolution and SVM. This represents an improvement up to 1.3% over the fully
connected layers. Whereas, with Kervolution and SVM third degree polynomial, the ob-
tained accuracy rates are 67.08% on FGVC-Aircraft, 63.96% on StanfordCars, 66.01% on
IndoorCVPR. This kernel improves further the accuracy of the model up to 1.8% more
than its FC counterpart.

On the other hand, the accuracy rates obtained with Model-1 using second order Ker-
volution and fully connected layers are 65.88%, 62.74%, 64.79% on FGVC-Aircraft, Stan-
fordCars and IndoorCVPR, respectively. Whereas for third order Kervolution Model-1
and fully connected layers, the obtained accuracy rates on FGVC-Aircraft, Stanford-
Cars and IndoorCVPR, respectively, are 66.45%, 63.09%, 65.32%. On the other hand, the
accuracy rates obtained with Model-1 are 65.27% on FGVC-Aircraft, 62.19% on Stan-
fordCars and 64.08% on IndoorCVPR, with second order Kervolution and KDL. This
represents an improvement up to 0.5% over the fully connected layers. Whereas, with
Kervolution and KDL third degree polynomial, the obtained accuracy rates are 66.8% on
FGVC-Aircraft, 63.68% on StanfordCars, 65.88% on IndoorCVPR. This kernel improves
further the accuracy of the model up to 0.6% more than its FC counterpart. Lastly, the
accuracy rates obtained with Model-1 are 65.59% on FGVC-Aircraft, 62.79% on Stanford-
Cars, 64.6% on IndoorCVPR, with second order Kervolution and SVM. This represents
an improvement up to 0.9% over the fully connected layers. Whereas, with Kervolution
and SVM third degree polynomial, the obtained accuracy rates are 67.03% on FGVC-
Aircraft, 63.36% on StanfordCars, 64.24% on IndoorCVPR. This kernel improves further

the accuracy of the model up to 1.5% more than its FC counterpart.

Table A.2 — Results of the different configurations on FER datasets.

] Model | Kernel \ RAF - DB \ FER2013 - DB \ ExpW - DB ‘
FC 2nd order poly | 86.42% 69.57% 74.13%
3rd order poly | 87.08% 69.85% 74.46%
VGG-16 KDL 2nd order poly | 86.72% 69.97% 74.84%
3rd order poly | 87.46% 70.29% 75.08%
SVM 2nd order poly | 87.11% 70.32% 75.27%
3rd order poly | 87.82 % 70.62% 76%
FC 2nd order poly | 87.77% 70.68% 76.25%
3rd order poly | 87.93% 70.95% 76.32%
Model-1 KDL 2nd order poly | 87.91% 71.01% 76.72%
3rd order poly | 88.14% 71.13% 76.96%
SVM 2nd order poly | 88.52% 71.28% 77.09%
3rd order poly | 88.71 % 71.41% 77.87%

As shown in Table A.2, the accuracy rates obtained with VGG-16-base using second
order Kervolution and fully connected layers are 86.42%, 69.57%, 74.13% on RAF-DB,
FE2013 and ExpW, respectively. Whereas for third order Kervolution VGG-16-base and
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fully connected layers, the obtained accuracy rates on RAF-DB, FE2013 and ExpW, re-
spectively, are 87.08%, 69.85%, 74.46%. On the other hand, the accuracy rates obtained
with VGG-16 like model are 86.72% for RAF-DB, 69.97% for FER2013, 74.84% for ExpW,
with second order Kervolution and KDL. This represents an improvement up to 0.7%
over the fully connected layers. Whereas, with Kervolution and KDL third degree poly-
nomial, the obtained accuracy rates are 87.46% for RAF-DB, 70.29% for FER2013, 75.08%
for ExpW. This kernel improves further the accuracy of the model up to 0.6% more
than its FC counterpart. Lastly, the accuracy rates obtained with VGG-16 like model are
87.11% for RAF-DB, 70.32% for FER2013, 75.27% for ExpW, with second order Kervo-
lution and SVM. This represents an improvement up to 1.2% over the fully connected
layers. Whereas, with Kervolution and SVM third degree polynomial, the obtained ac-
curacy rates are 87.82 % for RAF-DB, 70.62% for FER2013, 76% for ExpW. This kernel
improves further the accuracy of the model up to 1.6% more than its FC counterpart.

The accuracy rates obtained with Model-1 using second order Kervolution and fully
connected layers are 87.77%, 70.68%, 76.25% on RAF-DB, FE2013 and ExpW, respec-
tively. Whereas for third order Kervolution Model-1 and fully connected layers, the ob-
tained accuracy rates on RAF-DB, FE2013 and ExpW, respectively, are 87.93%for RAF-
DB, 70.95%, for FER 76.32 for ExpW. On the other hand, the accuracy rates obtained with
Model-1 are 87.91% for RAF-DB, 71.01% for FER2013, 76.72% for ExpW, with second or-
der Kervolution and KDL. This represents an improvement up to 0.5% over the fully
connected layers. Whereas, with Kervolution and KDL third degree polynomial, the ob-
tained accuracy rates are 88.14% for RAF-DB, 71.13% for FER2013, 76.96% for ExpW.
This kernel improves further the accuracy of the model up to 0.6% more than its FC
counterpart. Lastly, the accuracy rates obtained with Model-1 are 88.52% for RAF-DB,
71.28% for FER2013, 77.09% for ExpW, with second order Kervolution and SVM. This
represents an improvement up to 0.8% over the fully connected layers. Whereas, with
Kervolution and SVM third degree polynomial, the obtained accuracy rates are 88.71
% for RAF-DB, 71.41% for FER2013, 77.87% for ExpW. This kernel improves further the
accuracy of the model up to 1.5% more than its FC counterpart.

As discussed before, one can clearly conclude that kernel based methods improve
considerably the network performance in terms of accuracy. Indeed, using all configura-
tions and with all the datasets used, the network performance was enhanced. Moreover,
the kernel methods used have different impact on the network, as well as, the kernel
function itself. For instance, kernel SVM can improve the accuracy from 0.8% to 1.5%
using second and third order polynomial kernel respectively. Whereas, KDL can im-
prove the accuracy from 0.5% using second polynomial kernel to 0.7% using third order
polynomial kernel respectively.
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CONCLUSION

In this chapter, we investigated the impact of using higher order kernels at different lev-
els of the network. For this purpose, we replaced convolution layers with Kervolution
layers proposed in [Wang u. a., 2019]. Similarly, we replaced fully connected layers alter-
natively with Kernelized Dense Layers (KDL) proposed in [Mahmoudi u.a., 2020] and
Kernel Support vector Machines (SVM) [Burges u. a., 1999]. These kernel-based methods
are more discriminative in the way that they can learn more complex patterns compared
to the linear one. Those methods first maps input data to a higher space. After that, they
learn a linear classifier in that space which is similar to a powerful non-linear classi-
fier in the first space. The experimental results performed on challenging Fine-Grained
datasets namely, FGVC-Aircraft, StanfordCars and CVPRIndoor as well Facial Expres-
sion Recognition (FER) datasets namely, RAF-DB, ExpW and FER2013. demonstrate that
these methods outperform the ordinary linear layers when used in a deep network fash-
ion. Finally, all kernel based methods considered in this work allow to improve the
network performance. The best result was achieved by kernel SVMs followed by KDL,
then Kervolution with FC layers.
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TAYLOR SERIES KERNELIZED LAYER FOR
FINE-GRAINED RECOGNITION

To further demonstrate the efficiency of our Taylor Series Kernelized Layer (TSKL)
method, described in chapter 6, we applied the later on fine-grained datasets. This fur-
ther proves the improvement that this layer can bring to a CNN. In this section, we give
more details about the experiments we performed to evaluate the approach described
above. First, we give a brief description of the datasets we have used. After that, we
describe architecture of the used models and training process. Finally, we discuss the

obtained results and compare them to those obtained using the ordinary dense layers.

Datasets and experimental settings

We demonstrated the efficiency of the proposed TSKL on both MLPs and CNNs. In
the first case, we built a small network architecture which will be used for an ordinary
MLP and an MLP built with TSKL. We will refer to the latter architecture as Multi-
TSKL Network (MTSKLN). These networks are composed of two hidden layers with
256 units both and an output layer with a number of units corresponding to the number
of categories of each dataset. In the case of MTSKLN, the hidden layers are composed
of 128 linear units, 96 second degree polynomial units, and 32 third degree polyno-
mial units. For this experiment, we used datasets with relatively small images namely,
MNIST, Fashion-MNIST [Xiao u. a., 2017], CIFAR-10, CIFAR-100 [Krizhevsky u. a., 2009]
and UCl-Iris. These datasets can be handled by a small neural network.

In the second case, we used some pre-trained CNNs, namely VGG-16, VGG-19 [Si-
monyan und Zisserman, 2014], ResNet5o [He u. a., 2016], MobileNet [Howard u. a., 2017]
and DenseNet121 [Huang u.a., 2017]. First of all, we start by fine tuning these CNNs
with the same process described in [Cui u.a., 2017]. After that, we took only the con-
volution part of these networks and add two fully connected layers similar to the MLP
and MTSKLN used previously. In addition, we built a CNN from scratch to further
demonstrate the efficiency of our method. This model architecture is composed of five
convolutional blocks. Each block consists of a set of convolution layers followed by a
batch normalization layer and a ReLU activation function. The first three blocks are

composed of three convolution layers, while the fourth and fifth blocks are composed
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Figure B.1 — Pre-processing steps for fine-grained datasets.

of two and one convolution layers, respectively. The convolution kernel size is 5 x 5 for
the first block and 3 x 3 for the remaining blocks. Each block outputs successively 64,
128, 256, 512 and 512 feature maps. Each block is followed by a dropout layer of 0.3 and
a 2 x 2 Max pooling layer. Two fully connected layers of size 256, 256 are finally added
after the last block.

We evaluated these CNN models on three well-known fine-grained datasets,
namely: FGVC-Aircraft [Maji u.a., 2013], StanfordCars [Krause u.a., 2013b] and
CVPRIndoor [Quattoni und Torralba, 2009]. In all cases, we applied ReLU activation
function on linear kernels. For higher order kernels, we added batch normalization fol-
lowed by Tanh activation function. We have used Adam optimiser with a learning rate
starting from o0.001. This learning rate is decreased by a factor of o.5 if the validation ac-
curacy does not increase over two epochs in the case of MLP and five epochs in the case
of CNN. To avoid overfitting, we have first augmented the data using a range degree for
random rotations of 20, a shear intensity of 0.2, a range for random zoom of 0.2, ran-
domly flip the inputs horizontally, and subtract it with the pixel-wise image mean. The
only preprocessing we have employed for fine-grained datasets is cropping the object
region for both FGVC-Aircraft and StanfordCars. We resize the resulting images so that
its longer side is 224 while keeping its aspect ratio. We have also zero padded these im-
ages to obtain 224 x 224 pixels. This preprocessing, shown in Fig. B.1, has a considerable
impact on learning process. For CVPRIndoor, we only resized the images to 224 x 224
pixels.

Performance Analysis

In this section, we study the impact of our TSKL on both MLPs and CNNs compared to
the ordinary dense layer. The results achieved by TSKL on MLPs and CNNs are reported

respectively in Tables B.1 and B.2.
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TSKL impact on MLP

In this section, we study the impact of our proposed TSKL layer on an MLP. The goal,
here, is not achieve state-of-the-art or competitive results. It is rather to demonstrate the
improvement that a TSKL layer can bring when used, solely, in an MLP fashion. The
obtained accuracy rate results of MTSKLN compared to MLP are reported in Table B.1.

Table B.1 — Accuracy rates of MTSKLN network compared to MLP.

- MNIST Fashion Cifar-10 Cifar-100 UClI-Iris
MNIST

MLP 98.34% 90.14% 52.46% 26.46% 96%

MTSKLN 98.6% 90.09% 57.52% 28.51% 98%

As shown in Table B.1, our proposed MTSKLN outperforms the MLP with all
datasets, except for Fashion-MNIST where they achieved quite similar results. Similarly
to Fashion-MNIST, MTSKLN slightly outperforms MLP with 0.26% on MNIST. Whereas
for both UCI-Iris and Cifar-100, MTSKLN surpasses MLP with more than 2%. Finally,
MTSKLN achieves 5.06% more than MLP for Cifar-10. These results demonstrate the
superiority of the proposed TSKL layer compared to an ordinary dense layer.

TSKL impact on CNN

In this section, we study the impact of our proposed TSKL layer on CNNSs. The ob-
tained accuracy rate results of TSKL compared to fully connected layers are reported in
Table B.2.

Table B.2 — Accuracy rates of CNNs with SKLN compared to CNNs with fully connected layers.

’ Model \ FGVC-Aircraft \ StanfordCars \ IndoorCVPR ‘
VGG-16 TEIEL ;2239,; gsﬁzﬁ ;:;2;
oo e et [ abr | hax
ResNetso | rir ooty
e a——— —
DenseNet121 TIS?IEL ;zg;z;z ;;(1’;2;: ;;iszz
Model-1 oKL Zgiif iiﬁf gsgij

As reported in Table B.2, CNNs with TSKL outperforms all CNNs with fully con-
nected layers with all models and datasets. The worst results we could achieve with
pre-trained CNNs are obtained with both VGG-16 and VGG-19. The reason for such
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results is that these two CNNs have huge fully connected layers with two 4096 layers
and 1000 output layer. Omitting completely these layers impact negatively their perfor-
mance. Despite this, our TSKL could outperform the fully connected layers, with these
CNNs on all datasets. It reaches 71.63%, 69.42%, 72.36% with VGG-16 on respectively
FGVC-Aircraft, StanfordCars and CVPRIndoor. This represents an average accuracy rate
improvement of 1%. For VGG-19, it reaches 72.04%, 70.09% and 72.82% on respectively
FGVC-Aircraft, StanfordCars and CVPRIndoor which represents an average accuracy
rate improvement of 1.13%.

The best results we could achieve are obtained with ResNet50; This model does not
rely greatly on fully connected layers and therefore, its convolution part carries more
knowledge than the convolution part of both VGG-16 and VGG-19. In addition to that,
using TSKL allows to improve further the performance of this CNN compared to fully
connected layers reaching an accuracy rate of 77.23%, 74.06% and 76.18% on respec-
tively FGVC-Aircraft, StanfordCars and CVPRIndoor, enhacing thus the accuracy with
an average of 1.46% on all datasets. TSKL is also beneficial to MobileNet since it reaches
an accuracy rate of 72.21%, 71.61% and 71.38% on respectively FGVC-Aircraft, Stan-
fordCars and CVPRIndoor, which represents an average improvement of 1% over fully
connected layers. TSKL used on DenseNet121 reaches 72.87%, 72.07% and 72.49% on re-
spectively FGVC-Aircraft, StanfordCars and CVPRIndoor, improving by so the accuracy
by an average of 0.76% over fully connected layers.

Finally, in the case of Model-1, even though it reaches clearly lower results compared
to pre-trained CNNSs, it demonstrates the superiority of our proposed TSKL layer. It
reaches 60.13%, 57.22% and 59.84% on respectively FGVC-Aircraft, StanfordCars and
CVPRIndoor with an average improvement of 1.3% over the fully connected layers on
all datasets.

CONCLUSION

In this section, we proposed a new dense layer powered by a Taylor Series Kernel instead
of a linear one. The intuition behind, was to map input data into a higher feature space.
This mapping was done implicitly using several polynomial kernels of different degrees,
leveraging the kernel trick. Then, explicitly by concatenating the output of the first step
in the form of a Taylor series kernel. This Taylor Series Kernelized Layer is able to learn
more complex patterns than an ordinary dense layer and thus be more discriminative.
The experimental results demonstrate that this layer outperforms the ordinary dense
layer when used as MLPs, or on top of CNNs on fine-grained datasets.
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LIST OF KERNELS

1. Linear Kernel: Linear Kernel is used when the data is linearly separable, that is,

it can be separated using a single line. It is one of the most common kernels to be
used. It is mostly used when there are a large number of features in a particular
dataset. One of the examples where there are a lot of features, is Text Classification,

as each alphabet is a new feature.

The linear kernel is the simplest kernel function. It is given by the inner product

<x,y> plus an optional constant c.

K(x,y) =xTy+c (C.x)

The advantages of using linear kernel are:

¢ Training with a linear kernel is faster than with any other Kernel.

* When training with a linear kernel, only the optimisation of the ¢ regular-
isation parameter is required. On the other hand, when training with other
kernels, there is a need to optimise other parameter as well, which means that

performing a grid search will usually take more time.

. Polynomial Kernel: In machine learning, the polynomial kernel is a kernel func-

tion commonly used with the kernelized models (such as SVMs), that represents
the similarity of vectors (training samples) in a feature space over polynomials of
the original variables, allowing learning of non-linear models. Intuitively, the poly-
nomial kernel looks not only at the given features of input samples to determine
their similarity, but also combinations of these. Such combinations are known as
interaction features. The (implicit) feature space of a polynomial kernel is equiva-
lent to that of higher feature space, but without the combinatorial blowup in the

number of parameters to be learned.

The Polynomial kernel is a non-stationary kernel. Polynomial kernels are well
suited for problems where all the training data is normalized. Adjustable parame-

ters are the slope alpha, the constant term c and the polynomial degree d.

133



Appendix C. List of kernels

K(x,y) = (axTy + c)d (C.2)

3. Gaussian Kernel:

The Gaussian kernel is an example of radial basis function kernel.

—_ 12
K(x,y) = exp <_szazy!|> (C3)

The adjustable parameter sigma plays a major role in the performance of the ker-
nel, and should be carefully tuned to the problem at hand. If overestimated, the
exponential will behave almost linearly and the higher-dimensional projection will
start to lose its non-linear power. In the other hand, if underestimated, the function
will lack regularization and the decision boundary will be highly sensitive to noise

in training data.

4. Exponential Kernel: The exponential kernel is closely related to the Gaussian ker-
nel, with only the square of the norm left out. It is also a radial basis function
kernel.

K(x,y) = exp (— ”xz;y ”) (C4)

5. Laplacian Kernel: The Laplace Kernel is completely equivalent to the exponential
kernel, except for being less sensitive for changes in the sigma parameter. Being

equivalent, it is also a radial basis function kernel.

K(x,y) = exp (—”x_y”) (C.5)

(o

It is important to note that the observations made about the sigma parameter for

the Gaussian kernel also apply to the Exponential and Laplacian kernels.

6. ANOVA Kernel: The ANOVA kernel is also a radial basis function kernel, just as
the Gaussian and Laplacian kernels. It is said to perform well in multidimensional

regression problems.

K(xy) = Yoxp (o ~477)’ o)
=1

7. Hyperbolic Tangent (Sigmoid) Kernel: The Hyperbolic Tangent Kernel is also
known as the Sigmoid Kernel and as the Multilayer Perceptron (MLP) kernel. The
Sigmoid Kernel comes from the Neural Networks field, where the bipolar sigmoid

function is often used as an activation function for artificial neurons.
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10.

11.

12.

K(x,y) = tanh(axTy 4 c)* (C.7)

It is interesting to note that a SVM model using a sigmoid kernel function is equiv-
alent to a two-layer, perceptron neural network. This kernel was quite popular for
support vector machines due to its origin from neural network theory. Also, de-
spite being only conditionally positive definite, it has been found to perform well
in practice. There are two adjustable parameters in the sigmoid kernel, the slope
alpha and the intercept constant c. A common value for alpha is 1/N, where N is
the data dimension.

Rational Quadratic Kernel: The Rational Quadratic kernel is less computationally
intensive than the Gaussian kernel and can be used as an alternative when using

the Gaussian becomes too expensive.

IR Bl
K(x,y) =1 Tx—yl2+c (C.8)

Multiquadric Kernel: The Multiquadric kernel can be used in the same situations
as the Rational Quadratic kernel. As is the case with the Sigmoid kernel, it is also

an example of an non-positive definite kernel.

K(x,y) = \/llx =yl +c (C.9)

Inverse Multiquadric Kernel: The Inverse Multi Quadric kernel. As with the
Gaussian kernel, it results in a kernel matrix with full rank and thus forms a

infinite dimension feature space.

1
Kx,y) = —— C.
(x,y) T (C.10)

Circular Kernel: The circular kernel is used in geostatic applications. It is an ex-
ample of an isotropic stationary kernel and is positive definite in IR?.

_2 =yl 2l (=l
K(x,y) = —arccos ( - - - 1 - (C.11)

ifllx —y|| < o,zerootherwise.

Spherical Kernel: The spherical kernel is similar to the circular kernel, but is pos-
itive definite in IR3.
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13.

14.

15.

16.

17.

L Blla=yl 1=yl
K(xy) =1 2 +§ o

if|lx —y|| < o,zerootherwise.

(C.12)

Power Kernel: The Power kernel is also known as the (unrectified) triangular ker-
nel. It is an example of scale-invariant kernel and is also only conditionally positive
definite.

K(x,y) = ~[lx —y|* (C13)

Log Kernel: The Log kernel seems to be particularly interesting for images, but is
only conditionally positive definite.

K(x,y) = —1log (Ilx —y||* +1) (C14)

Chi-Square Kernel: The Chi-Square kernel comes from the Chi-Square distribu-

tion:

K(x,y) =1— Zf’“—y) (C.15)
2

However, as noted by commenter Alexis Mignon, this version of the kernel is only
conditionally positive-definite (CPD). A positive-definite version of this kernel is

given as

K(x,y) = ; m (C.16)

and is suitable to be used by methods other than support vector machines.

Histogram Intersection Kernel: The Histogram Intersection Kernel is also known

as the Min Kernel and has been proven useful in image classification.

n
K(x,y) =Y min(x;,y;) (C.17)
i=1
Generalized Histogram Intersection: The Generalized Histogram Intersection ker-
nel is built based on the Histogram Intersection Kernel for image classification but

applies in a much larger variety of contexts. It is given by:

K(x,y) =) min(|xi|*, |yil") (C.18)

i=1
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18. Generalized T-Student Kernel: The Generalized T-Student Kernel has been
proven to be a Mercel Kernel, thus having a positive semi-definite Kernel matrix.
It is given by:

1

K(xly) = 1 + Hx _de (C19)

19. Bayesian Kernel: The Bayesian kernel could be given as:

K(x,y) = Hki(xi/ vi) (C.20)
i=1
where:
ki(a,b) = Y, P(Y =c|Xi=a)P(Y =c|X; =) (C.21)
ce{0;1}
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