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Abstract

This thesis presents advancements in industrial robotics using soft computing techniques, focus-
ing on kinematic and dynamic modeling, sensorless collision detection and optimal trajectory
planning. Chapter 3 provides a comprehensive study of robot manipulators, covering funda-
mental principles of kinematic and dynamic modeling. A detailed case study on the Fanuc
M-710iC/70 industrial robot examines its kinematic structure, dynamic model, and control as-
pects, offering practical insights into robotic motion and system behavior. Chapter 4 addresses
the limitations of traditional model-based collision detection methods and introduces a novel
sensorless approach using a fuzzy momentum observer. By dynamically adjusting observer
parameters through fuzzy logic, this method enhances detection accuracy, improving both sen-
sitivity and robustness. Extensive simulations validate its effectiveness in detecting collisions
with high precision. Chapter 5 focuses on optimal trajectory planning for industrial robots to
minimize energy consumption while ensuring smooth motion. A deep learning-based energy
model, utilizing a Long Short-Term Memory (LSTM) network, accurately predicts energy con-
sumption. Additionally, a Genetic Algorithm (GA) optimizes robot trajectories by considering
execution time, jerk, and energy efficiency. The integration of deep learning and evolutionary
optimization enables the generation of energy-efficient trajectories, enhancing industrial robot
performance. Overall, this research contributes to improving industrial robots by enhancing
modeling accuracy, safety, and energy efficiency, making them more adaptive and intelligent in
real-world applications.
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Chapter 1

Introduction

Abstract

This chapter provides the motivation behind this thesis, emphasizing the critical role of
robotics in modern industry and the challenges associated with their implementation. It
highlights the potential advantages of leveraging soft computing techniques to address
these challenges effectively. Section 1.2 outlines the specific aims and objectives of this
research, followed by an overview of the thesis structure to guide the reader through the
subsequent chapters. Finally, Section 1.3 presents the publications directly related to
this work.

1.1 Motivation

For decades, technological applications have been used in the industrial sector in the form
of manufacturing system automation to improve operations. Indeed, automation technologies
represent a significant revolution in industrial manufacturing. This is why many manufacturing
companies have fully automated their production processes. In an industrial perspective, sys-
tems automation are computer-controlled equipment and machinery to enhance productivity,
quality and flexibility in production processes, thus reducing the need for human interaction.
In view of that, Robotics lies in the category of automation systems. It is a distinct field of
automated machines designed with human-like traits or capabilities. A key feature of industrial
robotics is their mechanical arms, which are engineered to mimic the movement of human body
limbs. Aaccording to the Robotics Industries Association (RIA), an industrial robot can be
defined as “a multi-functional manipulator, can be reprogrammed designed to move through a
sequence of motions to carry out useful tasks such as welding, assembly, material handling and
packaging ”[1].
Nowadays, robots are sophisticated mechanical devices to perform different tasks with high
precision and their movement are controlled by advanced computers. The demand from man-
ufacturers for increased production has necessitated using robots to accomplish various tasks
quickly [2], the integration of robotics into these industries also leads to improved safety and
enhanced capabilities, driving innovation and economic growth. Unlike human workers, these
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robots are not affected by physical or psychological limitations. They do not experience fear,
fatigue, or lack of interest, which allows them to perform their tasks consistently and without
interruption.
According to [3], robotic applications in the industrial sector are divided into three fundamen-
tal categories: material handling, object processing operations and inspection. In material
handling, robots transfer objects from one location to another, which is recognized as pick-
and-place operations. In this category, robots are also capable of sorting parts and packaging
products. Object processing operations involve specific processes performed on objects with
high precision to obtain the desired final result. These operations can be welding, painting,
deburing and assembly and much more. In the manufacturing process, some parts require in-
spection to ensure product quality, making robots ideal candidates for these operations. These
applications can include material inspection or the detection of manufacturing imperfections.
Although there have been significant advances in industrial robots in current-day, they still
face numerous challenges. The primary interests related to industrial robots involve various
aspects, including tracking control, trajectory planning, human-robot interaction and energy
consumption. The tracking control system is the mastermind of the robot, as it is responsible
for generating the appropriate commands for the actuators to achieve the desired movement. In
industrial robots, the purpose of tracking control is to ensure that the robot’s position, velocity,
and other state variables follow a desired trajectory by appropriately generating the driving
torques for each joint, Consequently, precise control of each joint is essential [4]. Industrial
robots are characterized by flexibility, varying loads, and unknown disturbances [5]. Therefore,
it is essential to develop a control strategy with high robustness and adaptability. Various robust
control strategies have been employed, including proportionalintegralderivative (PID) control
[6], [7], neural network control [8], fuzzy logic control [9], and sliding mode control (SMC) [10].
Despite these advancements, the development of control techniques remains a primary area of
interest for researchers, as achieving higher robustness and adaptability in industrial robots
continues to be a key challenge. The aspect of planning trajectories for industrial robots is just
as important as the control aspect. Planning the trajectory of an industrial robot in an optimal
way balancing time efficiency, trajectory precision and other performance metrics remains a
critical challenge that continues to engage domain specialists. This problem involves not only
determining the most efficient path for the robot to execute its tasks but also ensuring the
trajectory adheres to constraints such as kinematics limits. The common evaluation criteria
for trajectory planning of industrial robots include: (1) minimum execution time [11], [12] to
enhance productivity, (2) minimum energy consumption [13]–[15] to reduce power usage and
operational costs and (3) minimum jerk [16], [17] to ensure smooth motion while minimizing
mechanical shocks and vibrations. Human-Robot Interaction (HRI) in industrial settings is
a crucial field that focuses on ensuring robots operate safely in environments where human
presence is necessary. Unlike traditional industrial robots, which are confined within safety
cages, collaborative robots (cobots) are designed to physically interact with human workers
in shared workspaces. Cobots combine the strengths of both humans and robots to enhance

2



productivity. However, without robust safety measures for physical interaction, robots would
remain restricted to enclosed environments [18]. Last but not least, the energy consumption
of industrial robots is also a significant challenge, especially with the increasing demand for
energy resources worldwide. Therefore, finding solutions to reduce energy consumption is of
great interest to the industrial sector.
Industrial robotic systems are inherently complex, requiring sophisticated solutions to address
challenges such as precise motion control, adaptive decision-making, and real-time response
in dynamic environments. Solving these problems demands the integration of advanced tech-
nologies capable of handling uncertainty, nonlinearity, and variability in industrial processes.
Several studies [19]–[22] highlight the significant role of soft computing techniques in developing
intelligent models to tackle these challenges across various domains. Soft computing is a branch
of artificial intelligence that encompasses a range of intelligent methodologies, including fuzzy
logic, which enables reasoning under uncertainty; neural computing, which facilitates learning
from data and pattern recognition; and evolutionary computing, which provides optimization
capabilities through bio-inspired algorithms. These techniques collectively enhance the adapt-
ability, robustness, and efficiency of industrial robots, making them more capable of operating
autonomously in unstructured and dynamic environments. As a result, these techniques offer
significant advantages in industrial robotics, where robots must operate in uncertain condi-
tions, adapt to changing tasks, and optimize their performance in real time. Soft computing
can be applied to various challenges, such as trajectory planning, force control, sensor fusion,
fault detection, and energy efficiency optimization. By incorporating these intelligent method-
ologies, industrial robots can achieve greater autonomy, flexibility, and robustness, ultimately
enhancing their overall efficiency and reliability in manufacturing and automation processes.
Researchers have extensively explored various soft computing techniques in robotics, leveraging
their ability to handle uncertainty, adapt to dynamic environments, and optimize performance.
These techniques include, but are not limited to:

• Fuzzy logic [23]–[25], which enables reasoning under uncertainty by modeling imprecise
information and making flexible, human-like decisions. It has been widely applied in
robotic control, trajectory planning and collision avoidance.

• Neural networks [26]–[29], which provide learning capabilities by recognizing patterns
from data, making them effective for tasks such as robot perception, system identification,
and adaptive control.

• Machine learning [30], [31], which allows robots to improve their performance through
experience, enabling applications in predictive maintenance, autonomous navigation, and
real-time decision-making.

• Evolutionary algorithms [32]–[36], which employ bio-inspired optimization strategies to
solve complex problems in robotic path planning, parameter tuning, and multi-objective
optimization.
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By integrating these soft computing techniques, industrial robots can achieve greater adaptabil-
ity, robustness, and efficiency, enhancing their ability to perform complex tasks in unstructured
and dynamic environments.

1.2 Aims and Objectives

The general objective of using soft computing in industrial robots is to enhance their adapt-
ability, precision, and decision-making capabilities in dynamic and uncertain environments.
Soft computing techniques, such as fuzzy logic, neural networks, and evolutionary algorithms,
enable robots to handle imprecise data, learn from experience, and optimize complex tasks.
This approach improves the efficiency and flexibility of industrial operations, making robots
more intelligent and responsive to changing conditions.
In order to apply soft computing techniques to industrial robots in this work, a comprehensive
mathematical and simulation model of the Fanuc M-710iC/70 industrial robot is designed. This
robot is widely used in various manufacturing applications due to its high precision, flexibility,
and payload capacity, making it a suitable platform for investigating advanced control strate-
gies.
The first contribution involves constructing the kinematics, dynamics, and control models of
the robot:

• Kinematics Model: Both forward and inverse kinematics are formulated, establishing the
mathematical relationships between the robots joint variables and its end-effector position
and orientation. This allows precise trajectory planning and motion control.

• Dynamic Model: A detailed dynamic model of the robot is built using the Simscape/Matlab
environment. This model captures the effects of robot link masses, joint torques, inertia,
and external forces, providing a realistic representation of the robots motion.

• Control Framework: The developed dynamic model serves as a foundation for testing
and implementing various soft computing techniques, for optimizing robot performance
in trajectory tracking .

Construction a high-fidelity simulation model, this work enables the application and evaluation
of soft computing strategies in an industrial robot, enhancing its performance.
The second contribution of this thesis addresses the safety challenges in physical human/environment-
robot interactions, which are critical for ensuring safe and efficient collaboration between robots
and their surroundings. Collision detection methods are generally classified into two categories:
Model-based methods and Model-independent methods. The later rely on external sensors to
detect collisions. While effective, these methods increase system costs and complicate the man-
ufacturing of robotic manipulators due to additional hardware requirements. To overcome these
limitations, our contribution focuses on a sensorless approach, adopting a model-based method
for collision detection. However, model-based approaches face a fundamental challengethere is
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an unavoidable trade-off between collision sensitivity and the reduction of the peaking value,
which affects detection accuracy and robustness. To address this issue, we propose an im-
proved momentum observer based on fuzzy logic for collision detection and force estimation in
industrial robots. This contribution includes:

• Designing a generalized momentum observer derived from the robots dynamic model to
estimate external forces.

• Constructing a fuzzy logic system that intelligently adjusts observer parameters in real
time, enhancing adaptability.

• Integrating the fuzzy system with the observer, enabling an intelligent tuning mechanism
that improves detection sensitivity while minimizing peak disturbances.

Through combination momentum-based estimation with fuzzy logic adaptability, this approach
enhances collision detection effectiveness, achieving a better balance between sensitivity and
peak reduction, making it a promising solution for safer human-robot interaction in industrial
settings.
The third contribution of this work focuses on the optimal trajectory planning of industrial
robots by leveraging deep learning techniques and evolutionary algorithms. Given the con-
tinuous rise in energy costs, optimizing energy consumption has become a critical concern in
modern industry. This contribution introduces an efficient and intelligent approach to trajec-
tory planning, optimizing execution time, jerk, and energy consumption, while adhering to the
robots kinematic constraints. The key highlights of this contribution are as follows:

• A 5th-order B-spline is employed alongside a multi-objective optimization technique to
construct smooth and continuous trajectories up to jerk. This ensures precise and efficient
robot motion while reducing vibrations and mechanical stress.

• Since an explicit mathematical model relating trajectory parameters to energy consump-
tion is not readily available, a predictive model is developed using a Long Short-Term
Memory (LSTM) neural network. This model learns from historical data to estimate the
robots energy consumption profile and is incorporated as an objective function in the op-
timization process. Additionally, it enables energy prediction before real-time execution,
allowing for pre-optimized motion planning.

• The Non-Dominated Sorting Genetic Algorithm II (NSGA-II) is employed to optimize
the robot trajectory by simultaneously minimizing execution time, jerk, and energy con-
sumption. This ensures an optimal trade-off among motion efficiency, smoothness, and
energy savings.

Integration deep learning for predictive modeling and evolutionary algorithms for optimization,
this approach significantly enhances the efficiency, precision, and sustainability of industrial
robotic motion planning, making it a practical solution for energy-aware automation.
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1.3 Thesis Outline

This thesis is structured into five chapters as follows:
Chapter 1 serves as the introduction, beginning with the background and motivations behind
this research. It then outlines the key challenges faced in industrial robotics and concludes by
presenting the main contributions of this study.
Chapter 2 presents a comprehensive state-of-the-art review, focusing on the application of
soft computing techniques in industrial robotics. It explores key methodologies, including fuzzy
logic, artificial neural networks and evolutionary algorithms, highlighting their roles in various
aspects of robotics, such as trajectory tracking and control, optimal trajectory planning, en-
ergy efficiency optimization, and safety enhancement. This chapter provides a detailed analysis
of how these intelligent techniques contribute to improving the performance, adaptability and
reliability of industrial robots.
Chapter 3 covers the fundamental principles of robot manipulators, including kinematic and
dynamic modeling. It provides a detailed analysis of the mathematical formulations governing
robot motion and dynamics. Additionally, this chapter includes an in-depth case study on the
Fanuc M-710iC/70 industrial robot, examining its kinematic structure, dynamic model and
control aspects.
Chapter 4 addresses the limitations of traditional model-based collision detection methods
for industrial robots and proposes a novel sensorless approach based on a fuzzy momentum ob-
server. This approach enhances collision detection accuracy by intelligently adjusting observer
parameters using fuzzy logic, improving both sensitivity and robustness. The effectiveness of
the proposed method is demonstrated through comprehensive simulation results.
Chapter 5 addresses the problem of optimal trajectory planning for industrial robots, with
a particular focus on minimizing energy consumption. It presents an effective approach for
generating optimal trajectories by considering execution time, jerk, and energy consumption as
key optimization criteria. The proposed method integrates deep learning for energy modeling,
utilizing a Long Short-Term Memory (LSTM) network to accurately predict energy consump-
tion. Additionally, a Genetic Algorithm (GA) is employed as an optimization technique to
refine the robots trajectory based on the three aforementioned criteria.
Chapter 6 concludes the thesis by summarizing the key findings and contributions of this work.
Additionally, it discusses potential future research directions, highlighting areas for further ex-
ploration and improvement in the field of industrial robotics and soft computing techniques.
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Chapter 2

State of the Art

Abstract

After a brief introduction to soft computing techniques, the fundamentals of the fuzzy
logic approach are presented, along with a review of the relevant literature discussing
its applications in industrial robotics (IRs). Following this, Section 2.3 provides into
artificial neural networks, exploring their principles and recent advancements in IRs.
Finally, the chapter concludes by highlighting evolutionary algorithms, with a focus on
their methodologies and practical applications within the field of IRs.

2.1 Introduction

In recent years, the popularity of soft computing techniques has increased significantly for
solving engineering problems. This has attracted the attention of researchers, particularly
in addressing challenges in robotics [37]. Given the multidisciplinary nature of research in
robotic systems, there is an urgent demand for the development of subfields such as kinematics,
control, path planning, humanrobot interaction (HRI) and industrial robot energy consumption.
As a result, current research trends focus on implementing soft computing in robotics and
developing intelligent systems to manage rule bases or knowledge bases, such as fuzzy logic
systems, artificial neural networks, swarm intelligence and evolutionary algorithms. They are
suitable for systems with highly complex dynamics that lack a precise mathematical model,
as well as for robot navigation where knowledge of the environment is inherently imprecise,
unpredictable, and incomplete. Another advantage of soft computing techniques is that they
can reduce the dependency on physical devices such as sensors in robotics by enabling robots
to make more intelligent decisions based on incomplete, imprecise or noisy data.
This chapter covers the current state of the art in various soft computing techniques applied
to robotics, including kinematics, control, humanrobot interaction, trajectory planning and
collision avoidance and more.
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2.2 Fuzzy Logic

With the development of electronic technologies and the increase in computational capabil-
ities, there has been significant growth in the development of soft computing techniques across
various applications. Relying on these techniques provides an excellent alternative tool for
modeling and controlling systems. In particular, the fuzzy logic approach is a common method
in intelligent systems due to its simplicity, offering efficient solutions and attracting the interest
of researchers in robotic applications.
Zadeh is considered the first to introduce the concept of fuzzy logic [38], presenting it as a
method that mimics human brain reasoning and thinking to solve ambiguous problems.Fuzzy
logic is a form of multi-valued logic that deals with reasoning that is approximate rather than
fixed or exact. Unlike classical binary logic, which operates with clear-cut, discrete values
such as “true/false”or “high/low”, fuzzy logic allows for a continuum of values between these
extremes. It captures the nuances of human reasoning by expressing values like “fast”, “very
fast”, “slow”and “very slow”rather than simply “fast”or “slow”[39].
The main concept of fuzzy logic involves establishing the relationship between the antecedent
(premise) and the consequent (conclusion) through IF-THEN rules. The antecedent refers to
the current situation or condition being evaluated, while the consequent outlines the action or
outcome that should follow in response. The basic structure of a fuzzy logic system is composed
of four primary components, as illustrated in Figure 2.1.

• Fuzzy knowledge base: represents the central part of a fuzzy logic system (FLS). It consists
of knowledge data provided by expert users in the form of if-then rules. When the rules
are accurate, the system’s control is optimized, making it an essential component of the
FLS. This knowledge base is typically constructed from expert insights and practical
experiences.

• Fuzzification interface: in this module, real-world input values are transformed into fuzzy
sets. This process allows continuous or precise input data to be interpreted in a way
that can be compared with the fuzzy rules in the knowledge base. By converting crisp
inputs into degrees of membership within fuzzy sets, the system can handle uncertainty
and approximate reasoning, enabling more flexible decision-making.

• Inference engine: the inference engine evaluates fuzzy inputs by applying the rules stored
in the knowledge base. It processes the inputs through a series of “if-then ”rules to derive
conclusions or make decisions. By combining and interpreting the results of these rules,
the inference engine generates fuzzy outputs, which represent the system’s response.

• Defuzzification interface: this component converts the fuzzy outputs generated by the
inference engine into a precise, quantifiable result in crisp logic. It translates the fuzzy
sets into a single, actionable value using one of several defuzzification methods, such as
the centroid method or mean of maximum.
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Figure 2.1: The basic structure of a fuzzy logic

Fuzzy logic has been applied across various domains in robotics, including (such as) control,
path planning and collision avoided. In [40], the authors presented the application of fuzzy
logic control in robotic manipulators. In [41], A fuzzy PD controller is used for trajectory
tracking of the Rhino robot, and its performance is compared with that of a conventional PD
controller. The fuzzy controller demonstrates the ability to suppress overshoot during the initial
phase of robot trajectory tracking and performs better than the basic PD controller under all
tested scenario. In [42], the author proposes a fuzzy logic technique to adaptively tune the
gains of a sliding mode controller. The proposed controller is applied for position control of
a 2-DOF polar manipulator, achieving significant improvements in terms of reduced reaching
time and minimized chattering. Anupam et al. in [43] used a Type-2 fuzzy logic controller, an
extension of Type-1 fuzzy logic, to control a 2-DOF robot manipulator with a payload. Type-
2 fuzzy controllers provide an additional degree of freedom in their membership functions,
making them particularly well-suited for handling complex and highly uncertain systems, such
as robot manipulators. The fuzzy logic technique was integrated into hybrid force/position
control of a robot manipulator to enhance its performance [44], a fuzzy-based computed torque
control (CTC) method is employed to regulate the robot’s end-effector position, ensuring precise
movement and trajectory tracking. Simultaneously, a fuzzy proportional-integral (PI) controller
is used for force control, enabling the manipulator to adapt to varying interaction forces with
its environment. In reference [45], a fault-tolerant control system is developed using fuzzy logic
to enhance the tracking performance of robotic manipulators. This approach does not require
complete prior knowledge of the robot’s dynamic model.
Another area in robotics where fuzzy logic has been widely applied is trajectory planning.
Hentout et al. [46] conducted a comprehensive review of fuzzy logic technique for the path
planning of robotic manipulators. Path planning of a robot manipulator remains a significant
challenge in the field of robotics. Path planning involves identifying a series of configurations
for the robot that allow it to move from an initial configuration to a final configuration while
considering the mechanical constraints of the robot and the possible presence of obstacles in
the robot’s workspace. Lian [47] noted that it is challenging to establish an exact mathematical
model of a robot to generate an effective path. In [48], authors proposed an offline path
planning approach using fuzzy inference for robotic manipulators in a static environment. Their
method leverages the Transition-based Rapidly-exploring Random Tree (T-RRT) algorithm,
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which assigns a cost to each configuration. The cost function is defined by the distance to
configurations that result in collisions. Fuzzy function approximation is used to evaluate this
cost, providing an effective way to compute the cost throughout the configuration space. In
order to achieve obstacle avoidance, Beheshti et al. [49] presented an adaptive fuzzy logic
approach to solve the inverse kinematics problem for redundant robots, considering mechanical
joint limits. Collision detection between humans and robots based on fuzzy identification was
investigated by [50], in this approach, the robot is trained to recognize expected collisions, and
the magnitude of the resulting forces is identified using a fuzzy logic technique. This method
enables the robot to detect and respond to collisions more effectively, improving safety during
human-robot interaction.
On the other hand, fuzzy logic has been used as an effective technique for addressing kinematic
problems in robotics. In particular, the study presented in [51] demonstrates the application
of fuzzy logic to solve the inverse kinematics problem for a 7-DoF redundant-serial robot. The
paper [52] explores the use of Adaptive Neuro-Fuzzy Inference Systems (ANFIS) to address the
inverse kinematics problem for multiple robotic arms. The work by Mary et al. [53] proposed
an alternative method for solving the inverse kinematics of a 3-joint robotic manipulator. This
method is based on closed-loop theory using fuzzy PD control. The proposed approach aims
to obtain the IK model by minimizing the difference between the desired Cartesian position
of the end-effector and its actual position, thereby improving the accuracy of the IK solution.
In [54], fuzzy logic is merged with the ant colony algorithm to solve the inverse kinematics
of a robot arm. Shihabudheen and Pillai [55] proposed an Extreme Learning Machine (ELM)
model that integrates knowledge from fuzzy systems to predict the inverse kinematics solutions
of robotic arms, this approach offers an efficient method for addressing the complexities of
inverse kinematics in robotic systems.

2.3 Artificial Neural Networks

Nowadays, Artificial Neural Networks (ANNs) are considered a major researche trend in
the scientific community. This area of research has had a profound impact across multiple
fields, including robotics. A substantial number of publications have explored the application
of artificial neural networks in robotics. This section provides a concise overview of artificial
neural networks and highlights significant research contributions that apply ANNs approaches
to key areas within robotics. These areas include kinematics, dynamics, trajectory planning,
sensing and control, where neural networks have been utilized to address complex challenges
and enhance robotic performance. By exploring these foundational studies, we gain insights
into the growing impact of neural networks in advancing robotics technology.
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2.3.1 An Overview of Artificial Neural Networks

What is a ANNs ?

A artificial neural networks is a modeling technique that uses data to make decisions in a
way that mimics the human brain. It works by simulating the behavior of biological neurons,
which collaborate to recognize patterns, evaluate options and reach conclusions.

How do ANNs work?

Similar to the human brain, which consists of a vast network of biological neurons, an
artificial neural network is made up of a large network of interconnected nodes, as shown in
Figure 2.2. In Figure 2.2, the group of square nodes represents the input layer, which transmits

Figure 2.2: Basic structure of neural network.

the input signals to the subsequent nodes. On the rightmost side of the network is the output
layer. The output from these nodes represents the final result produced by the neural network
after processing the input through various layers. The layers located between the input and
output layers are known as hidden layers. These hidden layers play a crucial role in processing
and transforming the input data by extracting features and identifying patterns that help the
network make accurate predictions or classifications in the output layer.

In a layered neural network, the signal flows in a structured, step-by-step manner. It first
enters through the input layer, where raw data is introduced into the network. The signal
then moves through one or more hidden layers, where it undergoes a series of transformations.
Each hidden layer extracts relevant features from the data, enabling the network to recognize
patterns and refine its understanding. At each layer, all nodes process the incoming signal
simultaneously and pass their outputs to the nodes in the next layer, continuing this process
until reaching the output layer. The final processed signal in the output layer represents the
network’s result, such as a prediction or classification, based on the input data. This layer-
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by-layer progression allows the network to gradually refine and enhance the signal, leading to
more accurate outcomes.

Types of ANNs

There are several types of neural networks, each designed for specific purposes based on the
problem being addressed. While this list is not exhaustive, the following types represent the
primary neural networks commonly encountered in various applications.

Multi-Layer Perceptrons (MLP)
Multi-layer perceptrons, also known as feedforward neural networks created by Frank Rosen-
blatt [56], are the simplest type of neural network. In this architecture, information flows in
one direction, from the input layer to the output layer. This type of network is commonly
used for basic pattern recognition and classification tasks and serves as the foundation for more
complex neural network architectures.

Convolutional neural networks (CNNs)
These networks leverage principles from linear algebra, particularly matrix multiplication, to
identify patterns within images. This makes them ideal for tasks such as image classification,
object detection, and other applications in computer vision.

Recurrent neural networks (RNNs)
These RNNs are characterized by their feedback loops, which allow information to persist across
time steps. These learning algorithms are primarily utilized with time-series data to make pre-
dictions about future outcomes. Variants such as Long Short-Term Memory (LSTM) networks
address the limitations of traditional RNNs by effectively retaining long-term dependencies.

2.3.2 Applications of Artificial Neural Networks in Robotics

Neural networks in kinematics

The development of inverse kinematics models is one of the challenging problems in robotics
due to its computational intensity and the existence of multiple solutions. This computational
complexity can be reduced by utilizing neural networks to address the inverse kinematics prob-
lem. However, while analytical solutions for inverse kinematics yield numerically accurate
results, neural network solutions may not achieve the same level of precision.

Köker et al. [57] have used a designed neural network (NN) to solve the inverse kinematics
problem for a three-joint robotic manipulator. In reference [58], the authors investigated for-
ward kinematics for hybrid robots with a parallelserial structure by employing a neural network
based on radial basis functions (RBF). Their study explores the effectiveness of this approach
in accurately modeling the kinematic behavior of this type of robots. A new neural network
model for solving inverse kinematics is proposed in [59]. The novelty of this approach lies in
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incorporating the current joint angle configuration into the input pattern of the neural network,
alongside the desired position and orientation. This additional input improves the accuracy of
the NN estimation of joint angles, enhancing its ability to generate precise outputs for complex
robotic movements. In [60], Xuehong Sun employs a dynamic neural network, rather than a
static one, using new learning rules known as a fast-learning neural network. This approach,
characterized by high identification accuracy for both linear and non-linear systems, is applied
to identify the non-linear kinematics model of robots. According to to [61], experimental results
have shown that geometry-based inverse kinematics for Delta robots may not achieve sufficient
accuracy in reaching desired positions due to measurement errors, joint flexibility, and backlash.
To address this, a data-driven model using a neural network is employed to approximate the
inverse kinematics of such robots equipped with stepper motors.

Neural networks in control

For effective control of robots, an accurate understanding of the robot’s dynamics is essential.
However, in practice, the robot’s dynamic model is complex and challenging to derive, not to
mention the manufacturing uncertainties, friction, and disturbances that affect the robot’s
dynamics. Therefore, intelligent control methods are often required. Artificial neural networks
offer effective solutions to these challenges, and much of the research in robotics has focused
on their application in control systems.

Adaptive control using neural networks is an effective approach for managing uncertainties
in a robot’s dynamic model, particularly when both the structure and parameters are unknown
[62]–[64]. In [65], a neural network-based PD control in cascade is designed to compensate
for both structured and unstructured uncertainties in a robot manipulator. To enable precise
tracking control for industrial robot tasks, a deep neural network is used to approximate the
Jacobian matrix of a robot with unknown kinematic parameters [66]. Friction is an undesirable
phenomenon in robotic control that can disrupt trajectory tracking, making it essential to
estimate and compensate for friction within the control law to achieve high performance. To
address this challenge, [67] proposes an approach in which a Radial Basis Function (RBF)
neural network is used to estimate unknown nonlinear friction online, providing compensation
signals that are then integrated into the controller. Li et al. [68] proposed a neural network-
based approach for correcting positioning errors. The neural network is designed to predict the
positioning errors of the robot, which are then used to adjust target points within the robots
workspace for improved accuracy. For more research on this topic, see reference [69].

Neural networks in motion planning

To address issues like slow motion planning, low accuracy, high path calculation costs and
collision avoidance in robots, several neural network-based approaches have been proposed. In
[70], A dynamic robot motion planning using NNs method is proposed, the robot to move au-
tonomously in unknown environments by dynamically adapting its path in real time, leveraging
the neural networks capacity to respond to unpredictable surroundings. A single-layer neural
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network is used to predict or control aspects of the robot’s movement [71], it is utilized to
generate the desired base position, or optimal starting point, which helps suppress residual vi-
brations of the manipulator by minimizing displacement in the workspace. Ramya and Supriya
[72] used a recurrent neural network (RNN) to generate a robot’s path from a source to a des-
tination while avoiding obstacles. The RNN model was trained on images of environments that
include obstacles, enabling it to recognize and navigate around them effectively. Additionally,
the algorithm is designed to find the shortest path among nodes, optimizing the robot’s path for
efficiency. A novel method called Neural-Network-Driven Prediction (NEED) [73] is presented
for robot path planning problems. By training the NEED model on numerous successful path
planning cases, it can analyze and predict the search region, serving as a heuristic to guide
the search direction of path planning algorithms. A Bi-directional Rapidly-exploring Random
Tree combined with Long Short-Term Memory (LSTM-BiRRT) technique for planning tasks
involving dual-arm assembly robots in three-dimensional environments [74].

2.4 Evolutionary Algorithms

Evolutionary (metaheuristic) optimization algorithms are computational techniques inspired
by various natural processes [75]. These algorithms are among the most widely used methods
for addressing diverse and complex applications, particularly in scenarios where conventional
optimization methods fall short. One notable area of application is in robotics systems, where
evolutionary algorithms can effectively tackle intricate optimization challenges. In this review,
we explore the application of evolutionary algorithms in industrial robotics. Specifically, we
investigate widely used evolutionary computation techniques, such as Particle Swarm Opti-
mization (PSO), Genetic Algorithms (GA) and Grey Wolf Optimization (GWO). Our focus
will be on how these methods can enhance robotic performance, improve efficiency and solve
complex optimization problems in various industrial robotics.

2.4.1 Particle Swarm Optimization

It is one of the oldest evolutionary computation techniques; however, it is still extensively
studied and used in various applications. This method is inspired by the foraging behavior
observed in bird flocking and fish schooling. In this method, a population of particles iteratively
searches for an optimal solution by adjusting their positions within the search space, based on
knowledge of the positions of other particles in the swarm [76]. The basic mechanism of PSO
is
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where w represent the inertia weight, c1 and c2 are acceleration coefficients and r1 and r2 are
random numbers between 0 and 1.
Optimal trajectory planning is one of the most extensive applications of the PSO algorithm in
solving motion planning problems for robotic arms. A 3-5-3 polynomial interpolation method
based on PSO is proposed for time-optimal trajectory planning in the joint space of a 5-DOF
manipulator [77]. An enhanced Hybrid Particle Swarm Optimization (Hybrid-PSO) algorithm
is proposed to achieve time-optimal trajectory planning for industrial robots [78]–[80], refer to
the review paper [81] for information on evolutionary computation algorithms in the trajectory
planning of industrial robotics. The PSO algorithm has been also applied to address aspects
of inverse kinematics in robotics. The authors in [82] propose an improved PSO algorithm
for calculating inverse kinematics, which is applicable to various types of robots. The particle
swarm optimization algorithm is susceptible to local minima. To address this issue, David et
al.[83] propose a modification of Fully Resampled PSO for solving the inverse kinematics of
robot arms. In the field of robotic control, a self-tuning fuzzy PID controller is designed using
PSO [84], a super-twisting sliding mode controller with adaptive capabilities is proposed for
an exoskeleton robot, this adaptation utilizes the PSO algorithm, focusing on online tuning of
the parameters to minimize the objective function [85]. A novel PSO technique is used to tune
the PID controller for position control of the joints of a robotic manipulator [35]. A control
method based on Nonlinear Active Disturbance Rejection Control (NADRC) using an extended
state observer is proposed for robotic manipulators. An Improved Particle Swarm Optimization
(IPSO) algorithm, based on chaos theory, is employed to optimize the key parameters of the
controller [86]. Table 2.1 lists the reviewed some papers that applied PSO as the optimization
method for various industrial robotics applications since 2020.

Table 2.1: Some literature on industrial robotics problems using PSO since 2020.

Ref. Year Type of robot Problem
[87] 2023 6-DoF serial robot manipolator Trajectory planning
[88] 2020 6-DoF serial robot manipolator Energy consumption
[89] 2022 Dual-arm robot Energy consumption
[90] 2021 7-DoF serial robot manipulator Inverse Kinematics
[91] 2021 6-DoF serial robot manipolator Inverse Kinematics
[92] 2020 7-DoF serial robot manipulator Inverse Kinematics
[93] 2021 Humanoid robot Robot control
[94] 2022 5-DoF serial robot manipulator Inverse Kinematics
[95] 2022 5-DoF serial robot manipulator Jerk minimization
[96] 2020 3-DoF articulated robot arm Robot control
[97] 2021 3-DoF articulated robot arm collision avoidance
[98] 2022 2-DoF serial robot manipulator Parameters identification
[99] 2023 6-DoF serial robot manipulator Parameters identification
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2.4.2 Genetic Algorithm

A genetic algorithm (GA) is an optimization method inspired by the process of natural
selection and is used for optimization and search problems in various fields, including computer
science, engineering and robotics. The GA performs its search based on a population of potential
solutions and applies the concept of “survival of the fittest ”. It simulates the process of natural
selection to evolve better solutions over time. The algorithm typically follows these steps [100]:

• Population Initialization: Generate an initial population consisting of a set of individuals
(potential solutions).

• Fitness Evaluation: Calculate the fitness score for each individual based on a defined
criterion or objective function.

• Termination Check: If the termination condition (such as a fixed number of generations)
is met, end the process. Otherwise, proceed to the next step.

• Parent Selection: Choose individuals for reproduction, favoring those with higher fitness
scores.

• Crossover and Mutation: Modify the selected parents through crossover and mutation to
produce offspring (children).

• Population Update: Form the new population by combining the offspring with some
unchanged individuals from the previous generation.

• Loop: Repeat from step 2 until the termination condition is met.

Since the 2000s, the number of publications on the application of genetic algorithms (GAs)
in robot manipulators has increased several-fold. Path planning is a key area in robotics that
often benefits from the application of genetic algorithms. Garg and Kumar [101] noted that
the paths of robot manipulators could be optimized using genetic algorithms (GA) by consid-
ering joint torque for a 2-DoF robot manipulator. They suggested that this approach could
be extended to more complex robot manipulators. In [102], an evaluation was conducted on
the efficiency of time-optimal and smooth trajectory optimization using a multiple population
genetic algorithm (GA). The authors concluded that the approach is valid and yields promising
results. Andrea et al. [103] present a method for trajectory planning and optimization that pre-
vents collisions with human operators in a dual-arm robot’s work-cell, using the occupancy data
of the human operator, the optimization algorithm employed is a genetic algorithm (GA). Op-
timal time and continuous jerk for trajectory planning of industrial robots have been achieved
using a hybrid approach combining the Whale Optimization Algorithm (WOA) and the GA
[104]. By combining non-dominated sorting genetic algorithm-II (NSGA-II) with achievement
scalarizing function (ASF), a multi-objective optimization technique achieves higher positional
accuracy for a 6-DoF industrial robot, while minimizing the time-jerk-torque rate of the joint
trajectory [105]. In order to establish an accurate dynamic model of a robot, which is key to
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effective robot motion control, robot parameter identification is important. This has prompted
many researchers to work within this framework. Feng et al. [106] propose a hybrid algo-
rithm combining GA and PSO to identify the inertia parameters of the Selective Compliance
Assembly Robot Arm (SCARA). In [107], the parameters of the Coulomb viscous friction and
Stribeck friction models are identified using a genetic algorithm to enhance the dynamic model
of a 6-DoF modular robot manipulator. Claudio and José [108] examined various parameter
identification methods for the SCARA robot, including least squares, neural networks and ge-
netic algorithms and evaluate their comparative performance. The study in [109] employs an
adaptive genetic algorithm with a simulated annealing algorithm to determine the structural
parameters of a six-degree-of-freedom industrial robot, where the authors observed that this
method could be widely applied to the calibration of other types of robots. For robot control
systems, genetic algorithms are commonly used as a tool for tuning and optimizing controller
parameters, as [110] where GA-based fuzzy PID control is employed to control a robotic arm
in the presence of external disturbances. A GA-based optimal computed torque control, along
with an appropriate cost function, is proposed for controlling a tracker robot [111]. A con-
troller integrating fuzzy logic, neural networks, and genetic algorithm techniques is developed
for controlling a robotic manipulator, GAs are employed to optimize the fuzzy subsets [112].
GA-based nonlinear sliding mode control is applied to trajectory tracking of a 2-DoF robot
arm [113]. In the work [114], a Multi-Objective Genetic Algorithm (MOGA) is utilized to op-
timize the sliding mode control trajectory for accurate tracking in a SCARA robot. A position
control of a 3-RevoluteRevoluteRevolute (3-RRR) parallel robot using a PID controller opti-
mized by a genetic algorithm [115]. Eltayeb et al. [116] presented a comparative analysis of a
fractional-order proportionalintegralderivative (FO-PID) controller versus a standard PID con-
troller, both optimized using a GA. Table 2 provides an overview of additional studies involving
the application of genetic algorithms across various disciplines within industrial robotics.

Table 2.2: Some literature on industrial robotics problems using GAs since 2020.

Ref. Year Type of robot Problem
[117] 2021 SCARA robot Robot control
[118] 2021 6-DoF serial robot manipolator Energy consumption
[119] 2024 Robotic Cell Path planning
[120] 2020 7-DoF redundant manipulator Trajectory planning
[121] 2020 2-DoF serial robot manipulator Robot control
[122] 2022 6-DoF serial robot manipulator Trajectory planning
[123] 2020 6-DoF serial robot manipulator Trajectory planning
[124] 2022 Serial-parallel hybrid manipulator Trajectory planning
[125] 2021 2-DoF serial robot manipulator Robot control
[126] 2022 SCARA robot Robot control
[127] 2022 6-DoF serial robot manipulator Robot control
[128] 2020 2-DoF serial robot manipulator Energy consumption
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2.4.3 Grey Wolf Optimization

The Grey Wolf Optimization (GWO) algorithm, introduced by Mirjalili et al.[129], is a
new metaheuristic optimization technique inspired by the natural hunting behavior of grey
wolves. Gray wolves are organized into a hierarchy with four dominance levels: alpha (α)
as the primary leaders, beta (β) as second-in-command, delta (δ) as third-level leaders, and
omega (ω) as the lowest-ranked members of the pack. The GWO algorithm starts by randomly
generating a population of gray wolves. These wolves estimate the prey’s (optimal solution’s)
location through an iterative process. During each iteration, the α, β, and δ wolves determine
the approximate position and distance to the prey. This process of encircling the prey continues
until it becomes stationary, at which point the wolves launch their attack. The mathematical
model for encircling the prey is as follows

D⃗ = |C⃗X⃗(t)
p − X⃗(t)| (2.3)

X⃗(t+1) = X⃗(t)
p − A⃗D⃗ (2.4)

X⃗
(t)
p and X⃗(t) are current position vector of prey and grey wolf, respectively. The A⃗ and C⃗ are

are coefficient vectors, they are calculated as

A⃗ = 2a⃗r⃗1 − a⃗ (2.5)

C⃗ = 2r⃗2 (2.6)

r⃗1 and r⃗2 are random vectors in the range [0, 1]. The vector a⃗ linearly decreases from 2 to 0
over the iterations, as shown in the following equation

a⃗ = 2

(
1− t

tmax

)
(2.7)

and the mathematical modeling of grey wolf hunting is represented as follows
D⃗α = |C⃗1X⃗α − X⃗|

D⃗β = |C⃗2X⃗β − X⃗|

D⃗δ = |C⃗3X⃗δ − X⃗|

(2.8)


X⃗1 = X⃗α − A⃗1D⃗α

X⃗2 = X⃗β − A⃗2D⃗β

X⃗3 = X⃗δ − A⃗3D⃗δ

(2.9)

X⃗(t+1) =
X⃗1 + X⃗2 + X⃗3

3
(2.10)

Initially, the first three best solutions (α, β and δ) are considered optimal parameters, as they
have superior knowledge about the location of the prey. Throughout the iterations, α, β and
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δ update their positions relative to the prey. If |A| > 1, the potential solutions (wolves) move
away from the prey; otherwise, they converge toward the prey. The GWO algorithm concludes
when a termination criterion is met or the specified number of iterations is reached.

It is witnessed that the Grey Wolf Optimization (GWO) algorithm has been widely applied
in robotic field, demonstrating its effectiveness in areas such as kinematics, trajectory planning,
and robot control. Inverse kinematics (IK) is a critical challenge in robotics. In [130], the GWO
algorithm was applied to solve the IK problem for a 7-joint robot manipulator. The work [131]
employed GWO and other bio-inspired algorithms to solve the structural parameter problem
of a 6-DOF serial robot arm, and also in [132], GWO was applied to solve and optimize the
forward and inverse kinematics problem of a SCARA robot. A randomness-enhanced Grey Wolf
Optimizer (REGWO) is introduced to solve the inverse kinematics of redundant manipulators
[133]. This enhanced version of GWO mitigates issues such as premature convergence and
limited population diversity. Zafar et al.[134] propose a Deep Neural Network (DNN) model to
compute the inverse kinematics of a 3-DoF robot manipulator. This DNN is optimized using the
GWO technique. The GWO has also been applied in robotics trajectory planning, in [135], an
approach based on GWO was presented for calculating the jerk-optimal trajectory of a 7-DOF
redundant robot manipulator. An approach based on the GWO algorithm is proposed in [136]
to generate a smooth, error-free continuous path motion for a 6-DOF parallel manipulator and
its performance is compared with a GA technique. A new multi-strategy GWO algorithm is
introduced for path planning in hydraulic robotic arms [137]. Beyond trajectory planning, GWO
has proven to be effective in aspect of robotics control. Its capabilities extend to optimizing
control strategies. As shown in [138], GWO has been applied to enhance the control law for
trajectory tracking of a 3-DOF robotic manipulator. The primary objective of using GWO is
to estimate the inertia matrix of the robot, which has a essential role in designing control laws
for robotics. In [139], [140], to control a 2-DOF robot arm, an extended gray wolf optimizer
was employed for tuning the parameters of sliding mode controller. In work of Zhou et al.[141],
an extreme learning machine (ELM) model optimized by the gray wolf optimization algorithm
is used to address the problem of external disturbances and uncertainties in robotics control.
In the study [142], a self-adaptive fuzzy control system based on the gray wolf optimizer is
designed for the PUMA 560 robotic arm. In this system, the GWO is utilized to adapt the
fuzzy membership functions, enabling improved performance and responsiveness in the control
of the robotic arm. In [143], a computed torque control technique optimized by the GWO is
proposed for a 3-DoF robot manipulator. In [144], the parameters of an LQR-PID controller are
tuned using GWO for trajectory control of a quadruped robot. Further recent studies involving
the application of GWO in industrial robotics are provided in Table 2.3.

2.4.4 Other Methods

Beyond the aforementioned techniques, various other evolutionary computation algorithms
have been applied in industrial robotics. This section provides a brief overview of the reviewed
papers that discuss these methods.
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Table 2.3: Recent studies of GWO in industrial robotics.

Ref. Year Type of robot Problem
[145] 2019 Parallel robot Energy consumption
[146] 2024 2-DoF Robot arm Robot control
[147] 2022 6-Dof Robot manipulator Inverse kinematics
[148] 2020 2-DoF Robot arm Robot control
[149] 2024 6-DOF robotic manipulator Energy consumption
[150] 2022 2-DOF robot arm Robot control
[151] 2023 3-DoF robot arm Robot control

The Cuckoo Search (CS) algorithm is a bio-inspired optimization algorithm based on the brood
parasitism behavior of cuckoo birds. In robotics, the cuckoo search algorithm, combined with
the imperialist competitive algorithm, was employed to solve the inverse kinematics problem
of robotic manipulators [152]. An adaptation of CS algorithm, referred to as the adaptive
cuckoo search (ACS) algorithm, was applied on 6-DOF robot manipulator for path planning
to minimize the total motion time under strict dynamic constraints [153]. In [154], trajectory
planning for a dual-arm robot was performed using a modified cuckoo search algorithm, taking
into account multiple objectives to optimize the robot’s performance. In the work by Tlijani
et al.[155], a sliding mode control (SMC) approach, optimized using the CS algorithm, was im-
plemented to enhance the accuracy of joint position control in a two-degree-of-freedom robotic
system.
The Beetle Antennae Search (BAS) algorithm is an optimization technique that mimics the
foraging behavior of beetles using their antennae. In [156], motion planning of a redundant
robot with joint velocity constraints using the BAS algorithm. An inverse kinematic model for
a redundant robot using a neural network optimized by BAS algorithm was proposed by [157].
Zhibin et al. [158] present a new industrial robot calibration approach based on the beetle
antennae search method. Ameer Hamza et al. [159] proposed a control scheme combining a
metaheuristic-based BAS algorithm with a recurrent neural network for tracking control and
obstacle avoidance in robotic manipulators. The enhanced BAS optimization algorithm was
employed to identify the dynamic parameters of the Zhichang Kawasaki RS010N industrial
robot [160].
The Whale Optimization Algorithm (WOA) is a metaheuristic optimization method inspired
by the hunting behavior of humpback whales. It was introduced by Seyedali Mirjalili and
Andrew Lewis in 2016 [161]. Tuning PID parameters for robot manipulator control using the
whale optimization algorithm (WOA) [162] offers an efficient approach to enhancing control
performance. The WOA is capable of providing optimal controller parameters by leveraging
its global search capabilities. In [163], an improved whale optimization algorithm (IWOA) is
used for planning an optimal trajectory for a six-axis industrial robot. The work by Yufei et
al. [164] used the method WOA to identify the nonlinear friction model of a hyper-redundant
manipulator. This friction model plays an important role in achieving an accurate dynamic
model for the robot, which is essential for precise control and efficient performance in complex
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tasks.
The Artificial Bee Colony (ABC) algorithm is an optimization tool introduced by Dervis
Karaboga in 2005 [165]. It mimics the foraging behavior of honeybee swarms. Zhenyong
et al. [166] proposed the ABC algorithm for the path planning of a dual-chain robot. The
work [167] proposed an artificial bee colony algorithm for solving the inverse kinematics of
7-degree-of-freedom robotic arm. In [168], the authors proposed the development of an intelli-
gent controller based on the Artificial Bee Colony (ABC) algorithm to optimize the tuning of
PID parameters. This method was applied to control a two-link flexible robot, addressing the
problem of optimal tunning of controller. In the work by Yibing et al. [169], a novel approach
combining reinforcement learning (RL) with the artificial bee colony algorithm was applied to
robot path planning, this hybrid method leverages the exploration and exploitation capabilities
of the ABC algorithm along with the decision-making prowess of reinforcement learning to
optimize the robot’s path.
The Differential Evolution (DE) algorithm is a robust and simple evolutionary optimization
technique that is capable of handling nonlinear, non-differentiable and multi-modal objective
functions effectively. In the work [170], an optimization of geometrically constrained path plan-
ning for a 6-joint robot using the differential evolution technique. In [171], the differential
evolution algorithm was applied to solve the inverse kinematics of a 5-DoF robot manipulator.
The authors in [172] proposed an energy-efficient path planning method for an industrial robot
operating in a dynamic environment. The method is based on the DE algorithm, which was
used to optimize the robot’s movement paths by minimizing energy consumption while adapt-
ing to changes in the environment. According to [173], a control model based on an improved
differential evolution algorithm is proposed to achieve accurate trajectory tracking control for
the robots.
Another optimization algorithm inspired by nature is Ant Colony Optimization (ACO), which
mimics the foraging behavior of ants to solve computational problems. The work [174] used
ACO method to obtain optimal path planning of a 2-DOF robot. Huadong et al.[175] pro-
posed an enhanced version of the ACO algorithm, known as the dynamic recursive ant colony
optimization (DRACO) algorithm to optimize the motion of a SCARA robot. An adjustment
mechanism for PID controller parameters using the ACO technique is proposed for trajectory
tracking control of a robotic arm [176]. An optimal trajectory planning approach for pick-and-
place operations in an industrial robot was presented in [177], the optimization was carried
out using the ACO algorithm, initially within a digital twin environment and subsequently
implemented on the real robot following an inspection.
Among the nature-inspired algorithms is the Butterfly Optimization Algorithm (BOA), which
mimics how butterflies search for food or mates and has been applied in various robotics fields.
The BOA was used to achieve an optimal time-jerk trajectory for 3-DoF Delta robot [178],
this approach aims to enhance the robot’s motion efficiency by minimizing both the travel time
and jerk, ensuring smoother and more precise movements. Hung Quang et al. [179] proposed
a hybrid approach for structural parameter identification of a parallel robot. The approach
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combines a neural network with the Butterfly Optimization Algorithm (BOA). In [180], the
authors designed a new robot manipulator controller based on an advanced butterfly optimiza-
tion algorithm for accurate trajectory tracking control.
The table 2.4 also presents further review of research papers that explore the application of
these methods in industrial robotics.

Table 2.4: Using evolutionary algorithm to solve industrial robotics problem.

Ref. Year Problem The method used
[181] 2022 Trajectory planning CS
[182] 2022 Trajectory planning WOA
[183] 2023 Robot control WOA
[184] 2020 Robot control ABC
[185] 2014 Robot control DE
[186] 2024 Robot control DE
[187] 2022 Path planning ACO
[188] 2024 Model identification BOA

2.5 Conclusion

As computing power continues to increase and the cost of processing devices decreases,
soft computing techniques are becoming increasingly important in industrial robotics. These
techniques enable robots to make intelligent decisions, handle uncertainties, and select optimal
solutions from a vast number of possibilities using advanced algorithms. Throughout this
chapter, we explored the application of fuzzy logic, artificial neural networks, and evolutionary
algorithms in various robotic tasks, such as assembly, welding, and pick-and-place operations.
These methods have proven effective in enhancing adaptability, optimizing performance, and
improving efficiency in industrial settings. Furthermore, soft computing techniques are already
widely integrated into real-world industrial applications, and their adoption is expected to grow
significantly over the next decade.
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Chapter 3

Serial Robot Manipulator: Overview
and Fundamentals

Abstract

This chapter provides an overview of serial robots, beginning with a brief introduction to
serial manipulators. The kinematics of serial manipulators, including forward, inverse,
and differential kinematics, is discussed in Section 3.2. Section 3.3 explores the dynamics
of robots, presenting the equations of motion that describe their behavior. A concise
review of various robot control strategies is provided in Section 3.4. The chapter concludes
with a case study of the Fanuc 710ic/70 industrial robot, highlighting its modeling and
control design.

3.1 Introduction

Serial robot manipulators are a fundamental class of industrial robots, widely utilized across
industries for tasks such as assembly, welding, material handling and precision operations. Their
design, consisting of a series of rigid links connected by joints, allows for flexible and precise
movements in a structured environment. The performance and efficiency of these robots hinge
on a deep understanding of their kinematics, dynamics and control mechanisms.
A serial robot manipulator consists of n interconnected links joined by movable joints, forming
a chain that extends from the robot’s base to its end-effector, as illustrated in Figure 3.1.
Each link i (where k = 1, ..., n) is connected to a joint, whose position is represented by qi.
In serial robots, the number of links and joints typically corresponds to the robot’s degrees
of freedom (DOF). Each joint experiences a force or torque τi, which is the result of external
forces, interactions between links and the joint’s actuator. The complete set of joint positions
forms the joint position vector q, which defines the robot’s posture, while the set of joint forces
or torques constitutes the joint force vector τ .
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Figure 3.1: Links, joints and frames of a serial manipulator.

3.2 Kinematics

The kinematics of robots is cricial for analyzing their behavior,encompassing two main
aspects: forward kinematics (FK) and inverse kinematics (IK). In this section, we will explore
both topics. Forward kinematics involves determining the pose (position and orientation) of the
robot’s end-effector based on its joint variables, qi. various methids can be used to solve this
problem, such as the Denavit-Hartenberg (D-H) convention and the screw axis representation.
In this study, we will focus exclusively on the D-H convention. Inverse kinematics, on the other
hand, addresses the problem of calculating the joint variables required to achieve a desired end-
effector pose. This is a fundamental task in robot trajectory planning and control, ensuring the
robot operates effectively within its workspace.

3.2.1 Homogeneous Transformations

Referring to Figure 3.2, consider an arbitrary pose P in space. Denote the vector of coor-
dinates of P relative to the reference frame o0 − x0y0z0 as p0. Now, introduce another frame in
space, o1 − x1y1z1. Let o01 represent the vector describing the origin of frame 1 with respect to
Frame 0, and R0

1 denote the rotation matrix of frame 1 relative to frame 0. Furthermore, let
p1 be the vector of coordinates of P relative to frame 1. Using basic geometric relationships,
the position of point p0 with respect to the reference frame can be expressed as follows

p0 = o01 +R0
1p

0 (3.1)

Thus, (3.1) represents the coordinate transformation, comprising both translation and rotation,
of a bound vector between two reference frames.

To obtain a concise representation of the relationship between the coordinates of a point in
two different frames, the homogeneous representation of a generic vector p̃ can be introduced.
This involves augmenting the vector p with a fourth component set to one, resulting in the
vector p, defined as

p̃ =

[
p

1

]
(3.2)
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Figure 3.2: Representation of a pose P in different coordinate frames.

Using this representation for the vectors p0 and p1 in (3.1), the coordinate transformation can
be expressed in terms of a (4× 4) matrix

A0
1 =

R
0
1 o01

0T 1

 (3.3)

which, according to (3.2), is termed homogeneous transformation matrix. Consequently, the
coordinate transformation in (3.1) can be compactly expressed as

p̃0 = A0
1p̃

1 (3.4)

3.2.2 Forward Kinematics

The process of computing the forward kinematics of serial robots naturally follows the
structure of the open kinematic chain. Since each joint connects two consecutive links, it is
logical to first describe the kinematic relationship between adjacent links. This can then be
extended recursively to derive the overall kinematic description of the manipulator. To achieve
this, a coordinate frame is assigned to each link, from Link 0 to Link 0. The transformation
that defines the position and orientation of Frame n relative to Frame 0 (as shown in Figure
3.3 is computed by sequentially combining the transformations between consecutive links and
is expressed as

A0
n(q) = A0

1(q1)A
1
2(q2) . . . A

n−1
n (qn) (3.5)

DenavitHartenberg Convention

The Denavit-Hartenberg (D-H) convention [189] is a widely used methodology for systemat-
ically representing the kinematic structure of a robot manipulator. It provides a standardized
way to describe the spatial relationship between adjacent links and joints in a robotic arm,
simplifying the mathematical modeling of forward and inverse kinematics. Figure 3.4 shows
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Figure 3.3: Coordinate transformations in an open kinematic chain.

the assignment and parameters of the axes according to the DH convention for two adjacent
links, and their relative transformations are described using four parameters

Figure 3.4: DenavitHartenberg kinematic parameters.

• di: Link offset, distance between Xi−1 and Xi, measured along Zi−1.

• αi−1: Angle between Zi−1 and Zi, measured along Xi.

• ai−1: Link length, distance between Zi−1 and Zi, measured along Xi.

• θi: Joint angle, Angle between Xi−1 and Xi, measured along Zi.

According to this convention, the total transformation between links i−1 and i can be described
step by step. First, there is a rotation by αi−1 around the Xi−1 axis. This is followed by a
translation by ai−1 along the Xi−1 axis. Next, there is a rotation by θi around the Zi axis, and
finally, a translation by di along the Zi axis. That is,

Ai−1
i = R(Xi−1, αi−1)T (Xi−1, ai−1)R(Zi, θi)T (Zi, di) (3.6)
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When expanded analytically, it becomes

Ai−1
i =


cos(θi) −sin(θi) 0 ai−1

sin(θi)cos(αi−1) cos(θi)cos(αi−1) −sin(αi−1) −disin(αi−1)

sin(θi)sin(αi−1) cos(θi)sin(αi−1) cos(αi−1) dicos(αi−1)

0 0 0 1

 (3.7)

3.2.3 Inverse Kinematics

Inverse kinematics is essential for controlling robotic manipulators and has been a subject of
study for several decades. Solving the inverse kinematics problem is computationally intensive
and can be time-consuming, particularly in real-time control scenarios. Manipulator tasks are
performed in Cartesian space, which is represented using a homogeneous transformation matrix
that encodes the position and orientation of the end-effector. Meanwhile, actuators operate in
joint space, defined by joint angles. Transforming from Cartesian space to joint space is known
as the inverse kinematics problem. The commonly employed methods for solving the inverse
kinematics problem can be classified into four categories, as illustrated in Figure 3.5.

Inverse kinematics 

methods

Numerical 

methods

Analytical 

methods

Optimization        

-based methods

Artificial 

intelligence 

methods

Newton-Raphson

Gradient Descent

Levenberg-Marquardt

Geometric 

Algebraic
Neural Networks

Fuzzy Logic

Linear Programming

Quadratic Programming

Metaheuristic Algorithms

Figure 3.5: Inverse kinematics solving approaches.

Analytical Methods

The analytical method is a mathematical approach to solving the inverse kinematics prob-
lem by deriving exact solutions through closed-form equations. It relies on the geometry and
structure of the robot and involves techniques like algebra, trigonometry, and matrix manipu-
lation.

Numerical Methods

Numerical methods iteratively solve the inverse kinematics problem, providing approximate
solutions instead of exact ones. These approaches are highly versatile, capable of handling
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robots with complex or redundant kinematics, but they demand significant computational re-
sources compared to analytical methods. Among these methods are Jacobian matrix-based
techniques, which use the robot’s kinematic properties to iteratively refine joint variables, and
the Levenberg-Marquardt algorithm, which combines gradient descent with least-squares op-
timization to enhance robustness and convergence, making it ideal for non-linear, constrained
problems.

Optimization-Based Methods

Optimization algorithms solve inverse kinematics by framing it as an optimization prob-
lem, where the goal is to minimize a cost function quantifying the error between the robot’s
current and target end-effector pose. These methods are particularly effective for handling
non-linearities, redundancy, and constraints. Common techniques include Genetic Algorithms
(GA), which use evolutionary principles to explore solutions, and Particle Swarm Optimization
(PSO), which leverages swarm intelligence to find optimal configurations. These approaches
are robust and versatile, making them ideal for complex robotic systems.

Artificial Intellegence Methods

Artificial Intelligence (AI) techniques such as neural networks and fuzzy logic provide in-
novative solutions to the inverse kinematics problem, especially for robots with complex or
highly non-linear kinematics where conventional methods struggle. Neural networks learn the
mapping from Cartesian space to joint space through training on data, using architectures like
multi-layer perceptrons (MLPs), convolutional, or recurrent networks. Fuzzy logic systems,
on the other hand, approximate inverse kinematics by applying rules based on linguistic vari-
ables, combining human-like reasoning with mathematical precision to address uncertainty and
imprecision effectively.

3.2.4 Differential Kinematics

The concept of differential kinematics relates joint velocities to the linear and angular ve-
locity of a robot’s end-effector. This relationship is captured by the Jacobian matrix, which
depends on the manipulator’s configuration. The Jacobian is a fundamental tool in robotics,
with applications in identifying singularities, analyzing redundancy, implementing inverse kine-
matics algorithms, mapping forces and torques between the end-effector and joints, deriving
dynamic motion equations, and designing operational space control strategies. Its versatility
makes it essential for manipulator analysis and control.
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Jacobian Computation

Let us consider the forward kinematics equation of an N -DoF manipulator as

Ae =

Re(q) pe(q)

0T 1

 (3.8)

where q = [q1 · · · qN ]T is the vector of joint variables, Re(q) and pe(q) are orientation and
position of end-effector respectively. The objective of differential kinematics is to establish the
relationship between the joint velocities q̇ and the linear velocity ṗe and angular velocity ωe of
the end-effector, expressed as [

ṗe

ωe

]
= J(q)q̇ (3.9)

where the (6×N) matrix J represents manipulator Jacobian and

J =

[
Jp1 · · · JpN
Jω1 · · · JωN

]
(3.10)

where Jpi and Jωi
discribe the effect of i-th joint on translational and rotational velocity,

respectively. They can be evaluated based on the type of joint as follows

Jpi =

zi−1 × (ON −Oi−1) for revolut joint i

zi−1 for prismatic joint i
(3.11)

Jωi
=

zi−1 for revolut joint i

0 for prismatic joint i
(3.12)

The Jacobian matrix can be formulated by merging its upper and lower components as J =

[J1 · · · JN ], the column Ji is defined as follows

Ji =

[
zi−1 × (ON −Oi−1)

zi−1

]
(3.13)

if joint i is revolute and

Ji =

[
zi−1

0

]
(3.14)

if joint i is prismatic.

3.3 Dynamics

The dynamic of an N -DoF manipulatro is a system of N second-order differential equations
describes the relationship between the first and second derivatives of the N joint coordinates
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with respect to time and the N joint torques or forces. This modeling approach is essential for
deriving the control laws required for precise position control of the robot.
There are two primary methods to derive these equations:

1. Euler-Lagrange Method: This approach is based on the principles of analytical me-
chanics, where the dynamic behavior of the system is derived from the Lagrangian, de-
fined as the difference between kinetic and potential energies. It is particularly useful for
systems with a clear energy representation.

2. Newton-Euler Method: This method relies on the direct application of Newton’s
second law of motion and rotational dynamics. It involves iterative calculations from the
base to the end-effector (or vice versa) to compute the forces and torques acting on each
link of the robot.

Both methods ultimately provide the equations of motion required to understand and control
the dynamics of robotic manipulators.

3.3.1 Equation of Motion

In this section, we focus on application and specialization of the Euler-Lagrange equations
to robotic systems. Let the Euler-Lagrange equation be

d

dt

∂L

∂q̇i
− ∂L

∂qi
= τi (3.15)

where L represents Lagrangian of the system that expressed by

L = K − V (3.16)

where K and V are kinetic and potential energy of the system, and τi is the torque of joint i

Kinetic energy

the overall kinetic energy of the manipulator can be computed as

K =
n∑

i=1

(
1

2
miv

T
i vi +

1

2
ωT
i Iiωi

)
(3.17)

where mi is the masse of link i, Ii is the inertia tensor relative to the centre of mass of Link i
which given by following equation

Ii =



∫
s
(y2 + z2)dmi −

∫
s
xydmi −

∫
s
xzdmi

−
∫
s
xydmi

∫
s
(y2 + z2)dmi −

∫
s
yzdmi

−
∫
s
xzdmi −

∫
s
yzdmi

∫
s
(y2 + z2)dmi

 (3.18)
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where dmi is an infinitesimal mass element of a body S with dimensions x, y andz.
As discussed in section 3.2.4 the linear and angular velocities of any point on a link can be
represented using the Jacobian matrix and the time derivatives of the joint variables, we have
that

vi = Jvi(q)q̇, ωi = Jωi
(q)q̇ (3.19)

Thus, based on (3.17), the total kinetic energy of the manipulator can be expressed as

K =
1

2
q̇T

n∑
i=1

(
miJvi(q)

TJvi(q) + Jωi
(q)TRi(q)IiRi(q)

TJωi
(q)
)
q̇ (3.20)

and can be rewritten as
K =

1

2
q̇TM(q)q̇ (3.21)

where M(q) is an (n×n) symmetric positive-definite matrix, referred to as the inertia matrix
of the manipulator.

Potential energy

In a robot, gravity is the primary source of potential energy. This energy can be calculated
by assuming that the entire mass of each link is concentrated at its center of mass. thus, the
potential energy of manipulator is expressed as

V = −gT0
n∑

i=1

ocimi (3.22)

where g0 is the gravitational acceleration vector relative to the base frame and oci represents
the coordinates of the center of mass of link i.
Having computed the kinetic and potential energy of the manipulator,as given in (3.21) and
(3.22), the Lagrangian of the manipulator is expressed as

L = K − V =
1

2
q̇TM(q)q̇ + V = (3.23)

K can be expressed in the form

K =
1

2
q̇TM(q)q̇ =

1

2

n∑
i=1,j=1

dij(q)q̇iq̇j (3.24)

with dij being the elements of the matrix M(q). V depends only on the configuration q:
V = V (q). Thus, the Lagrangian L is written as

L = K − V =
1

2

n∑
i=1,j=1

dij(q)q̇iq̇j − V (q) (3.25)
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we have that
∂L

∂q̇k
=
∑
j

dkj(q)q̇j (3.26)

and
d

dt

∂L

∂q̇k
=
∑
j

dkj(q)q̈j +
∑
j

d

dt
dkj(q)q̇j

=
∑
j

dkj(q)q̈j +
∑
i,j

∂dkj(q)

∂di
q̇iq̇j

(3.27)

also
∂L

∂qk
=

1

2

∑
i,j

∂dij(q)

∂dk
q̇iq̇j −

∂V (q)

∂dk
(3.28)

the Euler-Lagrange equation becomes

∑
j dkj q̈j +

∑
i,j

(
∂dkj
∂di

− 1
2

∂dij
∂dk

)
q̇iq̇j +

∂V (q)
∂dk

= τk, k = 1, · · · , n (3.29)

The equivalent matrix form of (3.29) is

M(q)q̈ + C(q, q̇)q̇ +G(q) = τ (3.30)

where M is (n× n) matrix of termes dij, C is called centrifugal and coriolis matrix of (n× n)

termes Ckj which is given as

Ckj =
n∑

i=1

cijk(q)q̇i

=
n∑

i=1

1

2

(
∂dkj
∂qj

+
∂dki
∂qj

− ∂dij
∂qk

)
q̇i

(3.31)

and G =
[
∂V
∂q1

· · · ∂V
∂qn

]T
is a gravitational forces matrix and τ = [τ1 · · · τn]T is torque vector.

3.4 Control Strategies

The goal of motion control in industrial robots is to enable the position, velocity, and other
state variables to follow a desired trajectory by applying the appropriate driving torque to each
joint. To achieve accurate tracking of the reference trajectory, precise control of the robot is
essential. Due to the flexibility, load variations, and unpredictable interferences inherent in
industrial robots, it is crucial to design a control strategy that is robust, adaptable, and struc-
turally simple [190]. In the control of industrial robots, various approaches for manipulators
have been explored, ranging from traditional techniques to advanced methods.
PID control is one of the most commonly employed methods for controlling manipulators due
to its simplicity. The PID control scheme operates by correcting the error between the actual
and desired trajectories using three components: proportional, integral, and derivative actions.
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The proportional action addresses the present error, the integral action accounts for the accu-
mulation of past errors to eliminate steady-state offset, and the derivative action predicts and
mitigates future errors by responding to the rate of error change [191].
The Computed Torque Control (CTC) is a widely used nonlinear control strategy tailored for
the precise control of highly nonlinear and coupled robot manipulator, such as industrial robots.
This control approach is rooted in the Feedback Linearization (FL) technique, a mathematical
method used to simplify the complexity of nonlinear systems. The fundamental idea behind FL
is to transform a nonlinear system into an equivalent linear system through a change of variables
and input transformation. By leveraging the system’s dynamic equations, CTC compensates
for the inherent nonlinearities and couplings in real time. This process involves determining the
robots dynamic model, including its inertia, Coriolis, and gravity effects, and then designing
control inputs that cancel these nonlinear components. [192]–[194]
Sliding Mode Control (SMC) has gained significant attention in robust control of robotic ma-
nipulators. It offers a versatile approach for managing uncertainties, external disturbances, and
the nonlinear dynamics commonly encountered in robotic systems [195]–[199]. The essence of
Sliding Mode Control (SMC) lies in its capability to drive the system state toward a predefined
sliding surface and ensure that it remains on this surface during subsequent motion. This slid-
ing surface is designed to represent the desired system behavior, such as stability or trajectory
tracking. Once the system state reaches the surface, SMC operates in a switching mode, rapidly
alternating between control actions to maintain the system’s trajectory on the sliding surface.
This switching mechanism, which distinguishes SMC from other control methods, enables it to
handle uncertainties and disturbances effectively, resulting in a robust and resilient response.
In recent years, intelligent techniques for robotic control have garnered increasing attention
for their capacity to mimic human intelligence. These methods, which include artificial neural
networks, fuzzy logic control, expert systems, metaheuristic algorithms, and machine learning,
exhibit advanced decision-making abilities. They provide a deeper insight into the inputout-
put dynamics of systems and improve conventional controllers by fine-tuning their parameters.
Additionally, they excel at identifying and compensating for nonlinear uncertainties, thereby
enhancing overall system performance [200].

3.5 Case Study

In this case study, we will explore the modeling and control of a specific type of industrial
robot, namely the Fanuc M-710iC. This investigation will encompass the mathematical models
describing the robot’s kinematics and dynamics, as well as the design and implementation
of effective control strategy. A thorough analysis of the Fanuc M-710iC will serve as a solid
foundation for other applications will discusse in the subsequent chapters.
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3.5.1 The Robot Modeling

The Fanuc M-710iC/70 is a multi-application industrial robot designed for handling pay-
loads of up to 70 kg. This innovative series of lightweight robots features a slim wrist, a rigid
arm, and a compact design, making it ideal for operations in space-constrained environments.
With best-in-class load capacity and inertia handling, the six-axis M-710iC/70 is well-suited for
a wide range of industrial applications. It combines a high payload capacity of 70 kg with excep-
tionally fast axis speeds, ensuring efficiency, precision, and optimal performance in demanding
automation tasks [201].

Forward kinematics

To calculate the kinematics of the Fanuc 710i/70 robot, the robot’s kinematic structure
must first be validated to determine the Denavit-Hartenberg (D-H) parameters. Once the D-H
parameters are established, the robot’s kinematics can be derived. Figure 3.6 shows FANUC
710iC/70 robot dimensions and its workspace. figure 2 robot architucture and frames, table 1
shows D-H parameters.

Figure 3.6: Robot dimensions.

From a methodological persepective, we first align the zi axes with the joint axes, foloowed
by the placement of the xi axes. this process determines the robot’s geometric parameters. the
arrangement of these frames is illustrated in Figure 3.7.
The robot’s coordinate axes make it possible to derive the D-H parameters listed in Table
3.1 below. Using D-H parameters, the homogeneous transformation matrices are defined as
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Figure 3.7: Kinemtic diagramme of Fanuc 710iC/70.

Table 3.1: D-H parameters of the robot.

Joint i αi−1(
◦) ai−1(mm) di(mm) θi(

◦)
1 0 0 d1 = 565 q1
2 -90 a1 = 150 0 q1-90
3 0 a2 = 870 0 q3
4 -90 a3 = 170 d4 = 1016 q4
5 90 0 0 q5
6 -90 0 0 q6

7(Gripper) 0 0 dG = 175 0

follows

A0
1 =


c1 −s1 0 0

s1 c1 0 0

0 0 1 d1

0 0 0 1

 , A1
2 =


s2 c2 0 a1

0 0 1 0

c2 −s2 0 0

0 0 0 1

 , A2
3 =


c3 −s3 0 a2

s3 c3 0 0

0 0 1 0

0 0 0 1

 ,

A3
4 =


c4 −s4 0 a3

0 0 1 d4

−s4 −c4 0 0

0 0 0 1

 , A4
5 =


c5 −s5 0 0

0 0 −1 0

s5 c5 0 0

0 0 0 1

 , A5
6 =


c6 −s6 0 0

0 0 1 0

−s6 −c6 0 0

0 0 0 1


(3.32)

with ci = cos(qi) and si = sin(qi). The forward kinematics of the end-effector relative to the
base frame is determined by the successive multiplication of all Ai−1

i matrices, it can be written
as

A0
6 = A0

1A
1
2A

2
3A

3
4A

4
5A

5
6 (3.33)
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Let G be the transformation matrix that defines the orientation and position of the end-effector
(gripper) relative to sixth link frame.

G =


0 0 0 0

0 0 0 0

0 0 1 dG

0 0 0 1

 (3.34)

where a dG value relative to the added tool length. Thus, the the forward kinematics of the
attached tool relative to the base frame becomes

A0
E = A0

6G =


sx nx ax Px

sy ny ay Py

sz nz az Pz

0 0 0 1

 (3.35)

with 

Px = a1c1 + d4c(2+3)c1 + a3s(2+3)c1 + a2c1s2 + dGc(2+3)c1c5

−dGs1s4s5 − dGc1c2c4s3s5 − dGc1c3c4s2s5

Py = a1s1 + d4c(2+3)s1 + a3s(2+3)s1 + a2s1s2 + dGc(2+3)c5s1

+dGc1s4s5 − dGc2c4s1s3s5 − dGc3c4s1s2s5

Pz = d1 + a3c(2+3) − d4s(2+3) + a2c2 − 1
2
dGc(2+3)s(4+5)

−dGs(2+3)c5 +
1
2
dGs(2−3)c(2+3)

(3.36)

such that c(i±j) = cos(qi ± qj) and s(i±j) = sin(qi ± qj).

Inverse kinematics

The inverse kinematics problem of a robot involves determining the joint coordinates that
correspond to a specified position and orientation of the end-effector. When a solution exists,
the representation that provides all possible solutions is referred to as the Inverse Kinematic
Model (IKM).
The Fanuc M710iC/70 robot features an anthropomorphic structure, meaning the last three
joints (q4, q5 and q6) do not influence the position of the wrist center Pw (O5). This characteristic
is particularly advantageous as it allows for decoupling the inverse kinematics problem into two
separate tasks: position and orientation. Initially, the position of the wrist center Pw can be
computed to determine the first three joint angles (q1, q2 and q3). Subsequently, the orientation
of the wrist is calculated to obtain the remaining joint angles (q4, q5 and q6).
Given the end-effector position and orientation, the wrist center position is computed as follows

Pw = Pe − dGRe

00
1

 (3.37)
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where Pe and Re the target position and orientation of the end-effector.
Consider the elbow manipulator illustrated in Figure 3.8. The wrist center position Pw is
defined by its components: Pwx , Pwy and Pwz . To analyze its position, we project Pw onto the
x0 − y0 plane. We see from this projection that

q3

q2

q1

d1

r

s

Pwz

X0

Y0

Z0

Pwx

Pwy

a2

d4

a1

Figure 3.8: Elbow manipulator.

q1 = arctan2(Pwx , Pwy) (3.38)

From the Figure 3.8s = Pwz − d1 = a2sin(q2) + d4sin(q2 + q3)

r − a1 =
√
P 2
wx

+ P 2
wy

− a1 = a2cos(q2) + d4cos(q2 + q3)
(3.39)

moreover(Pwz − d1)
2 = a22sin

2(q2) + d24sin
2(q2 + q3) + 2a2d4sin(q2)sin(q2 + q3)

(
√
P 2
wx

+ P 2
wy

− a1)
2 = a22cos

2(q2) + d24cos
2(q2 + q3) + 2a2d4cos(q2)cos(q2 + q3)

(3.40)

we can apply the law of cosines to obtain

(Pwz − d1)
2 + (

√
P 2
wx

+ P 2
wy

− a1)
2 = a22 + d24 + 2a2d4cos(q3) (3.41)

cos(q3) =
(Pwz − d1)

2 + (
√
P 2
wx

+ P 2
wy

− a1)
2 − a22 − d24

2a2d4
= Q (3.42)

Hence, q3 is given by
q3 = ±arcos(Q) (3.43)
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To obtain q2, through trigonometry formulas (3.39) becomesPwz − d1 = k1sin(q2) + k2cos(q2)√
P 2
wx

+ P 2
wy

− a1 = k1cos(q2)− k2sin(q2)
(3.44)

with k1 = a2 + d4cos(q3)

k2 = d4sin(q3)
(3.45)

By solving the system (3.44), we obtaincos(q2) =
k2(Pwz−d1)+k1(

√
P 2
wx

+P 2
wy

−a1)

k21+k22

sin(q2) =
k1(Pwz−d1)−k2(

√
P 2
wx+P 2

wy−a1)

k21+k22

(3.46)

thus

q2 = arctan2(k1(Pwz −d1)−k2(
√
P 2
wx

+ P 2
wy

−a1), k2(Pwz −d1)+k1(
√
P 2
wx

+ P 2
wy

−a1)) (3.47)

Now, we need to calculate q4, q5 and q6. To do this, we first compute the rotation matrix R3
E.

Since q1, q2 and q3 are already determined, R3
0 is known. The desired rotation R0

E is also given.
Therefore, RR

E can be calculated as

R3
E = (R0

3)
−1R0

E (3.48)

Let:

R3
E =

r11 r12 r13

r21 r22 r23

r31 r32 r33

 (3.49)

which corresponds to

R3
E =

 c4c5c6 − s4s6 −c6s4 − c4c5s6 −c4s5
c6s5 −s5s6 c5

−c4s6 − c5c6s4 c5s4s6 − c4c6 s4s5

 (3.50)

By matching (3.49) and (3.50):
If q5 ̸= 0[π] 

q5 = ±arccos(r23)

q4 = −arctang(r33, r13)

q6 = −arctang(r22, r21)

(3.51)
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If q5 = 0[π] q4 = 0

q6 = arctang(r12, r32)
(3.52)

Dynamics

Due to the complex structure of robots, establishing an analytical dynamic model is challeng-
ing. In this section, we leverage the Simscape Multibody/Matlab tool to construct the robot’s
dynamic model. Simscape Multibody (formerly SimMechanics) provides a robust simulation
environment for 3D mechanical systems, including robots, vehicle suspensions, construction
equipment and aircraft landing gear. In this tool, multibody systems are modeled using blocks
that represent bodies, joints, constraints, force elements, and sensors. Simscape Multibody
not only formulates and solves the equations of motion for the entire mechanical system but
also enables the import of complete CAD assemblies. Additionally, its automatically generated
3D animations allow for visualization of system dynamics, providing valuable insights. These
capabilities help in developing control systems and testing system-level performance effectively
[202].

Figure 3.9: Combined SimulinkSimscape diagram (Fanuc M710iC/70).

The process of creating the dynamic model of the Fanuc M-710iC/70 robot in MATLAB-
Simulink Simscape Multibody began with the 3D model of the robot, which was made available
through the RoboDK software tool. This model provided a detailed and accurate representation
of the robot, serving as the foundation for further development. The next step involved opening
and editing the 3D model in Solidworks, a CAD program selected due to its compatibility with
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the Simscape environment, facilitated by a translator from CAD to Simscape. After finalizing
the robotic assembly in Solidworks, the model was exported to Simscape. The export process
generated an XML file. This XML file was subsequently imported into MATLAB-Simulink,
resulting in the creation of two key files: a Simulink model file (.slx) and an associated data
file (.m). The Simulink-Simscape simulation diagram generated from the import process (the
.slx file) is presented in Figure 3.9. This diagram forms the core of the simulation environment.
Additionally, this diagram illustrates the subsequent integration of the imposed trajectory,
sourced from a CAM (Computer-Aided Manufacturing) program. This trajectory was processed
by the Simscape model, converting it into motion data, including joint angles, velocities and
accelerations. The simulation outputs the torques required at each joint to execute the specified
trajectory accurately. This diagram represents the dynamic behavior of the robot, which is
actuated by input torques and generates the corresponding position, velocity, and acceleration
of its articulations. This simulation environment provides a powerful tool for analyzing and
testing system-level performance, enabling the evaluation of the robot’s response to various
control inputs and operating conditions effectively (see Figure 3.10).

Figure 3.10: Fanuc M-710iC/70 industrial robot model in Simulink.

3.5.2 The Robot Control Design

Computed torque control (CTC) stands as an effective control method for achieving precise
trajectory tracking in robotic manipulators. Nevertheless, computed torque control necessitates
accurate dynamic models of robotic manipulators and is notably susceptible to the adverse
impact of uncertain dynamics. This section presents a comprehensive approach to trajectory
tracking control for robot manipulators that excels in handling disturbances encountered during
operation. The combination of velocity observer-based computed torque control techniques
results in a versatile and robust control framework that can significantly enhance the reliability
and performance of robot manipulators in practical applications.
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Computed Torque Control

This approach based on the robots dynamic model. The dynamic equation of an n-joint
serial robot can be described in the joint-space coordinate frame as

M(q)q̈ + C(q, q̇)q̇ +G(q) = τ + τd (3.53)

and can be written as follows:

q̈ =M−1(q)(τ + τd − C(q, q̇)q̇ −G(q)) (3.54)

where, q, q̇ and q̈ ∈ Rn×1 are the vectors of the joint position, velocity and acceleration,
respectively.M(q) ∈ Rn×n is the inertia matrix ,C(q, q̇) ∈ Rn×n is the Coriolis and centrifu-
gal forces matrix, G(q) ∈ Rn×1 is the gravity vector, τ is the torque and τd ∈ Rn×1 represents
uncertainties and the external disturbance vector.
In trajectory tracking of a robot manipulator, to ensure that the joint variable q follows the
desired trajectory qd, the tracking error is defined as follows

e = qd − q (3.55)

Thus
ë = q̈d − q̈ (3.56)

By substituting (3.54) into (3.56):

ë = q̈d −M−1(q)(τ + τd − C(q, q̇)q̇ −G(q)) (3.57)

The (3.57) can be written in the form of the error state space as

d

dt

[
e

ė

]
=

[
0 1

0 0

][
e

ė

]
+

[
0

1

]
u (3.58)

where u is a virtual input equal

u = q̈d −M−1(q)(τ + τd − C(q, q̇)q̇ −G(q)) (3.59)

From (3.59), the computed joint torque τ is given by

τ =M(q)(q̈d − u)− τd − C(q, q̇)q̇ −G(q) (3.60)

Select the control signal u as the proportional-Derivative (PD) Feedback

u = −kpe− kdė (3.61)
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By substituting (3.61) into (3.60), the computed joint torque which is the robot manipulator
input becomes

τ =M(q)(q̈d + kpe+ kdė)− τd − C(q, q̇)q̇ −G(q) (3.62)

The equation for the entire system can be derived from (3.53) and (3.62) by

M(q)q̈ + C(q, q̇)q̇ +G(q) =M(q)(q̈d + kpe+ kdė)− C(q, q̇)q̇ −G(q) (3.63)

Therefore, we can get the closed control system as

ë+ kdė+ kpe = 0 (3.64)

we design kp and kd so that all the roots of the polynomial s2+ kds+ kp = 0 are in the left part
of the complex plane. Then, we have t→ ∞, e(t) → 0, and ė(t) → 0.

Velocity Observer

From (3.62), we know if the function τd is unknown, the Computed Torque Control will
not be realized. In this part, we design the velocity observer to estimate τd. This approach
is based on employing a reduced-order observer for dynamically estimating the joint velocity
q̇. The observer is then integrated into a disturbance estimation framework to account for the
unknown external joint torque τd. Unlike conventional observers that operate on the full state
space of dimension 2n (as required for a mechanical system with n generalized coordinates),
this reduced observer only considers an n dimensional state. As a result, it responds more
quickly to variations in the external joint torque, behaving as a first-order system.
The actual acceleration q̈ is

q̈ =M−1(q)(τ + τd − C(q, q̇)q̇ −G(q)) (3.65)

The observer dynamic is then defined asˆ̈q = M̂−1(q)(τ − Ĉ(q, q̇)q̇ − Ĝ(q) + r)

ṙ = L(q̈ − ˆ̈q)
(3.66)

where r = τ̂d, and r ∈ Rn×1 is residual vector, which represent disturbance torque estimation,
and L = diag{li} > 0 is a gain matrix of observer. 3.11 shows the block diagram of the control
strategy. The observer output can defined as

r(t) = L(q̇ −
∫ t

0

M̂−1(q)(τ − Ĉ(q, q̇)q̇ − Ĝ(q) + r)ds− q̇(0)) (3.67)

We applied this control strategy to the Fanuc M-710iC/70 robot. To evaluate its performance,
a disturbance torque was applied exclusively to the first joint of the robot as a random function.
The following results were obtained, demonstrating the effectiveness of the proposed approach
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Figure 3.11: Control scheme based on velocity observer.

in handling disturbances and maintaining stability. Figure 3.12 illustrates the position of
each joint of the robot. In the absence of the velocity observer, when the disturbance torque
is applied to the first joint, the positions of the first, third, fourth, and sixth joints deviate
from their desired positions. This indicates that these joints are dynamically coupled with the
applied torque of the first joint in the robots dynamic equations. After integrating the observer,
it successfully compensates for the disturbances, ensuring that the actual position closely tracks
the desired position. The compensation is achieved by estimating the disturbance values and
injecting them into the system input. Figure 3.13 illustrates the accuracy of the disturbance
estimation by comparing the estimated disturbance with the actual disturbance applied to the
system. The close alignment between these values indicates the effectiveness of the estimation
method. Meanwhile, Figure 3.14 presents the error between the true disturbances and their
estimated values. The error remains close to zero for most of the operation, except for transient
phases where peak deviations occur. These peaks are likely caused by sudden changes in system
dynamics or unmodeled effects. Addressing these transient errors through advanced filtering
techniques or adaptive estimation methods could be a focus of future research..
Figure 3.15 illustrates the trajectory of the end-effector in Cartesian space, highlighting the
impact of the velocity observer on system performance. The trajectory closely follows the de-
sired path, demonstrating the observers effectiveness in enhancing trajectory tracking accuracy.
Additionally, the figure provides clear evidence of improved disturbance rejection, as deviations
caused by external perturbations are minimized, allowing the system to maintain stability and
precision in motion execution.
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Figure 3.12: Position of the sixth joints.

45



0 1 2 3 4 5 6 7 8 9 10

Time(s)

-100

-80

-60

-40

-20

0

20

40

60

80

100
D

is
tu

rb
a

n
c
e
s
 e

s
ti
m

a
ti
o

n
 (

N
.m

)
Time Series Plot:

Figure 3.13: Estimation of disturbance.
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Figure 3.14: Estimation error.

Figure 3.15: Trajectory in 3D space.

3.6 Conclusion

In this chapter, we presented the fundamental concepts of serial robot manipulators, cov-
ering different modeling approaches, including forward and inverse kinematics, as well as the
dynamic model. To deepen our understanding of industrial robots, we conducted a case study
on the Fanuc M-710iC/70 robot. The kinematic modelsboth forward and inverseof the Fanuc
M-710iC/70 were analyzed to describe the relationship between joint space and Cartesian space.
Furthermore, its dynamic model was developed using Simscape/Matlab, allowing for a more
accurate simulation of its physical behavior. To enhance trajectory tracking performance, we
implemented a control strategy based on computed torque control (CTC) integrated with a
velocity observer. The velocity observer played a crucial role in estimating unmeasured veloci-
ties and compensating for disturbances, thereby improving the overall stability and accuracy of
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the control system. The simulation results demonstrated the effectiveness of this approach in
maintaining precise trajectory tracking under dynamic conditions. This study provides a solid
foundation for understanding the modeling and control of industrial robots, which will serve
as a basis for further research and improvements in advanced control strategies, disturbance
rejection techniques and real-time implementation.
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Chapter 4

Collision Detection for Industrial
Robots Using Soft Sensors

Abstract

This chapter addresses the problem of collision detection for robot manipulators, present-
ing an improved model-based method that utilizes a momentum observer enhanced with
fuzzy logic techniques. Following an introduction that reviews literature on model-based
collision detection methods, Section 4.2 outlines the problem statement and describes
the use of the generalized momentum observer in collision detection strategies. Section
4.3 details the design of the proposed improved observer, incorporating fuzzy logic to
enhance its performance. Section 4.4 explains the methodology for collision monitoring,
while Section 4.5 demonstrates the effectiveness of the proposed approach through sim-
ulation tests. Finally, Section 4.6 summarizes the chapter’s findings and contributions.

4.1 Introduction

In recent years, the field of Physical Human-Robot Interaction (pHRI) has gained signif-
icant attention due to the increasing integration of robots in environments where they work
closely alongside humans. This interaction is especially important in settings such as industrial
manufacturing, healthcare, and service robotics, where robots collaborate with human workers
to perform tasks more efficiently. However, one of the key challenges in pHRI is ensuring the
safety of human workers during these interactions, particularly when unintended collisions be-
tween humans and robots occur. These collisions can lead to serious injuries, making it crucial
to develop systems that can prevent such accidents and enable safe human-robot collaboration.
Unintended collisions between humans and robots are an inevitable challenge in pHRI due to
the complexity and unpredictability of human movement. While robots are programmed to
follow precise movements, humans often act in ways that are unpredictable, which can lead to
scenarios where a robot unintentionally makes contact with a human. Such collisions can cause
a range of injuries, from minor bruises to more severe harm, depending on the type of robot
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and its operation. The challenge, therefore, is to minimize the likelihood of these collisions and
mitigate their potential harm.
Collision detection methods can be categorized into two types: model-based and model-independent
methods. The model-independent category can further be divided into two subclasses: meth-
ods utilizing additional sensors and those that operate without them. The use of additional
sensors, such as vision systems [203] and skin sensors [204], [205], allows robots to detect and
estimate external forces caused by collisions. While effective, this approach increases system
costs and adds complexity to the manufacturing process of robotic manipulators. To address
these limitations, alternative methods based on learning techniques have been developed that
do not require extra sensors. Examples include neural networks [206], [207], deep learning
[18], support vector machines (SVM) [208]) and fuzzy systems [209], [210]. These techniques
train robots to identify unintended collisions using training data, with proprioceptive sensor
signals serving as inputs. The output is then analyzed to determine whether a collision has
occurred. However, these methods have certain drawbacks. For instance, collecting training
data in real-time can be challenging, and processing large datasets for collision detection can
be time-consuming, limiting the practical application of such approaches.
On the other hand, model-based methods have emerged as a promising trend in robot collision
detection due to their practical feasibility. Traditional model-based approaches [211], [212] rely
on inverse dynamic models (IDM) to detect collisions by monitoring residual signals, which are
the differences between measured and estimated joint torques. However, these methods require
acceleration signal computations, leading to increased measurement noise and degraded perfor-
mance. To address this limitation, a velocity observer was proposed [213] to eliminate the need
for acceleration signals. This observer reduces the system’s state dimension from 2n to n (where
n represents the number of generalized coordinates), enabling faster response times. Neverthe-
less, this approach demands real-time computation of the inverse of the inertia matrix, which
significantly increases computational costs. Further advancements include the development of
a disturbance Kalman filter (DKF) [214] and an adaptive observer [215] designed to estimate
actuator fault vectors while accommodating external disturbances within Takagi-Sugeno fuzzy
systems. While these methods offer disturbance immunity, they suffer from reduced sensitivity
due to inaccuracies in the system model.
To address the limitations of the previously discussed observers, a novel observer based on
generalized momentum dynamics was introduced by [216]. Known as the Generalized Mo-
mentum Observer (GMO), this approach acts as a first-order filter, taking collision forces as
input and producing a momentum residual as output, as explained [217]. Its straightforward
design and reliable performance have made it a popular foundation for further advancements
in collision detection for pHRI safety. Building on this framework, the work [218]) proposed a
finite-time observer by integrating the sliding mode technique with the momentum observer.
This approach ensures that the estimated external force converges to the actual external force
within a finite time, enhancing the observer’s responsiveness and accuracy. to reduce the chat-
tering phenomenon caused by the observer mentioned [218], the authors in [219] introduced
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a new sliding mode momentum observer (NSOMO). This improved observer employs a novel
reaching law to effectively eliminate the chattering issue. To enhance the sensitivity of Gen-
eralized Momentum Observers (GMOs), [220] and [221] proposed an Extended State Observer
(ESO) for the fast and robust detection of external forces. This observer operates as a second-
order filter, offering improved performance. The ESO has also been applied in control systems
[222], where its effectiveness has been demonstrated. However, a limitation of this observer is
its use of a constant filter bandwidth, which leads to the peaking-value phenomenon during
the initial phase of collision detection. A key issue with this type of observer is its use of a
constant filter bandwidth, which leads to the peaking-value phenomenon during initial colli-
sion detection. Several attempts have been made to address the challenges associated with
extended state observers. For instance,[223] introduced a generalized or higher-order ESO to
handle sinusoidal disturbances in DC servo motors. Similarly, [224] proposed an Extended State
Observer with a generalized integrator (GI-ESO) to monitor low-frequency or direct current
(DC) disturbances in grid-connected converters. However, a limitation of these approaches is
that the observer bandwidth is selected based on the disturbance frequency (whether larger or
smaller), which poses challenges in practical applications, especially in robotic manipulators,
where such frequency-related information is not readily available. In [225], a new concept is
added to the extended state observer, is super-twisting algorithm it’s allowing for precise state
estimation and effective control even in the presence of uncertainties. It is true that this pro-
vides a good estimation, but the the peak value problem remains. Faced with this problem
of an unavoidable trade-off between the collision sensitivity and the reduction of the peaking
value, the authors proposed in [226]) a compromise solution by using nonlinear functions in
the state observer design, this nonlinear generalized momentum observer (NGMO) works by
providing appropriate bandwidth during collision detection observation. Although it can offer
better performance, improving an extended momentum observer by applying nonlinear func-
tions has some drawbacks, such as the selection of nonlinear functions is basically empirical.
Additionally, there is difficulty in proving the stability of the observer due to the complexity of
the nonlinear functions [227].

4.2 Problem statement

4.2.1 Preliminaries

The dynamic model of a robot manipulator is represented by dynamic equations that de-
scribe the relationship between the position, velocity and acceleration, and torque of the robot
joints. Under Lagrange-Euler method, dynamic of n link rigid robot manipulator can be estab-
lished as

M(q)q̈ + C(q, q̇)q̇ +G(q) = τ + τext (4.1)

where q, q̇ and q̈ ∈ Rn×1 are the vectors of the joint position, velocity and acceleration, respec-
tively. M(q) ∈ Rn×n is the inertia matrix , C(q, q̇) ∈ Rn×n is the Coriolis and centrifugal forces
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matrix, G(q) ∈ Rn×1 is the gravity vector, τ ∈ Rn×1 is the torque vector applied to joints of
manipulator and τext ∈ Rn×1 represent external torque vector caused by the collision.

Lemma 1. [228] The matrix M(q)− 2C(q, q̇) is skew-symmetry, therefor it has the property

Ṁ(q) = C(q, q̇) + CT (q, q̇) (4.2)

where CT represent matrix transpose of C.

Assumption 1. τext is bounded, and thus |τext| < Υ , with Υ is unknown bounded value.

4.2.2 Classical Generalized Momentum Observer

In the study by [217], a Generalized Momentum Observer (GMO) is used for robot colli-
sion detection. This approach is based on the generalized momentum equation and its time
derivative, which are expressed as p =M(q)q̇

ṗ = Ṁ(q)q̇ +M(q)q̈
(4.3)

By combining (4.1), (4.2) and (4.3), a first-order dynamic equation for pp can be derived as

ṗ = τ + τext + CT (q, q̇)q̇ −G(q) (4.4)

According to (4.4), the dynamics of the momentum observer is defined as ˙̂p = τ + CT (q, q̇)q̇ −G(q) + r

ṙ = K(ṗ− ˙̂p)
(4.5)

where r ∈ Rn×1 represent the residual vector, p̂ ∈ Rn×1 is the estimate value of momentum p

and K = diag(ki) > 0 is the gain of observer.This observer works as a low pass filter, when a
collision occurs, there is a deviation of the momentum, this deviation represents the residual
value r. Increasing the values of ki leads to greater accuracy in the estimation of τext. But the
other hand is limited by the system noise.

4.2.3 The Extended State Momentum Observer

To improve the overall performance of the GM observer, an extended state momentum
observer was proposed in 2018), designed as follows:
The state space form of (4.4) is written as

x1 = p

ẋ1 = τp(τ, q, q̇) + τext

y = x1

(4.6)

51



with
τp(τ, q, q̇) = τ + CT (q, q̇)q̇ −G(q) (4.7)

When τext is treated as an extended state, the state-space representation can be reformulated
as 

x1 = p

ẋ1 = τp(τ, q, q̇) + x2

ẋ2 = φ(t)

y = x1

(4.8)

where x2 is the extended state.

Assumption 2. φ(t) is an unknown bounded function |φ(t)| ≤ ∆,for a constant ∆.

An extended state momentum observer is designed to estimate p and τext, and it is expressed
as follows 

˙̂x1 = x̂2 − β1e+ τp

˙̂x2 = −β2e

e = x̂1 − y

(4.9)

and x̂1 = p̂

x̂2 = τ̂ext
(4.10)

where β1 and β2 are a positive-definite diagonal gain matrices of observer, which can be obtained
by the pole placement method as

(s+ ω0)
2 = s2 + β1s+ β2 (4.11)

Here, ω0 represents the observer’s bandwidth. This observer functions as a second-order filter.
By selecting an appropriate value for ω0, the estimation error of the external torque can converge
to zero in a shorter time compared to previous observers. However, this advantage comes with
a drawback: the observer may produce a significant overshoot, which could affect the system’s
stability or precision if not properly addressed.

4.2.4 The Nonlinear Momentum Observer

To address the unavoidable trade-off between overshoot and steady-state error in the system,
a compromise solution was proposed by Li et al. [221]. This approach involves incorporating
nonlinear functions into the design of the momentum observer. By leveraging nonlinear dy-
namics, the observer achieves improved performance by reducing overshoot while maintaining
a minimal steady-state error, offering a balanced and effective solution for precise collision de-
tection and system stability.
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The nonlinear momentum observer is defined as
˙̂x1 = x2 − β1ψ1(µ, δ, e) + τp

˙̂x2 = −β2ψ2(µ, δ, e)

e = x̂1 − y

(4.12)

where ψi(µ, δ, e) is a nonlinear function which can be takes a several forms, µ and δ are the
shaping parameters of a non-linear function. Although the nonlinear observer has a better
performance compared to previous observers. The problem with the design of this observer is
the selection of the form of the nonlinear function, which is basically empirical, and the difficulty
in proving the stability of the observer due to the complexity of the nonlinear functions.

4.3 Fuzzy Generalized Momentum Observer Design

To develop an efficient solution that enhances the performance of the Generalized Mo-
mentum Observer (GMO) while avoiding the complexity associated with nonlinear functions
and intricate theoretical analysis, we propose a novel Fuzzy Generalized Momentum Observer
(FGMO). This observer integrates an Extended State Observer (ESO) with a fuzzy system,
where the fuzzy system intelligently adjusts the observer’s bandwidth during the observation
process.
This section describes the design of the fuzzy generalized momentum observer (FGMO), this
type of observer incorporates the extended state observer (ESO) and fuzzy logic. The ESO
observer is expressed as follows 

˙̂x1 = x̂2 − β1e+ τp

˙̂x2 = −β2e

e = x̂1 − y

(4.13)

From (4.13), the transfer function between the estimated external torque and input signal can
be obtained as x̂1 =

x̂2+τp−β1p

s+β1

x̂2 =
β2sp−β2τp
s2+β1s+β2

(4.14)

From (4.14),it can be see that the transfer function represent a critically damping second-order
system. The system’s damping ratio and bandwidth can be expressed asω0 =

√
β2

ζ = β1

2
√
β2

(4.15)
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where β1 and β2 are time varying gains of observer tuned by fuzzy system

β1 =


2ζω0,1 . . . 0

... . . . ...
0 . . . 2ζω0,n

 , β2 =


ω2
0,1 . . . 0
... . . . ...
0 . . . ω2

0,n

 (4.16)

From (4.15), it can be observed that there is a trade-off between the damping ratio and the
observer’s bandwidth. To enhance tracking accuracy, an appropriate value of ω0 must be se-
lected. However, when the observer operates with a critical damping ratio, the collision signal
it detects may produce overshoots, leading to false alarms. To address this, the damping ratio
can be increased during the initial moments of operation to eliminate overshoot. This trade-off
highlights the conflicting requirements between overshoot elimination and precise tracking, ne-
cessitating a balanced solution. To achieve this, we propose time-varying observer parameters
controlled dynamically during the manipulator robot’s operation, implemented through a fuzzy
system.
A single-input, single-output fuzzy system is applied to reduce the computational time, where
the external torque estimation error represents the input of this system, and the observer band-
width is applied as the output of the fuzzy system. This fuzzy system is constructed according
to the following steps:
Step 1 : We define fuzzy sets for input fuzzy system estimation error of external torque e and
output fuzzy system ω∗

0,i , for the input, a three membership functions are designed, negative
large (NL),small (S) and positive large (PL), ei ∈ { NLi, Si, PLi}, (i = 1, 2 . . . , n), and two
membership functions are designed for the output, small (S) and large (L), ω0,i ∈ { Si, Li}.
Step 2 : Develop a set of if-then rules that specify how the inputs influence the outputs. The
rules should be based on the knowledge of the system and its behavior and should consider
the relationships between the input and output variables. In this context, to provide proper
performance of the observer FGMO, the IF-THEN fuzzy group is constructed according to the
following rules:

IF e is NL, THEN ω0 is L
IF e is S, THEN ω0 is S

IF e is PL, THEN ω0 is L

Step 3: Because the input and output of this system are crisp values, an interface between the
fuzzy values and the real values is needed. These interfaces are fuzzifier and defuzzifier. The
fuzzifier is the tool that transforms a real input and output value into a corresponding fuzzy
value. Here, we propose a Gaussian fuzzifier, which has the following form

µX(e) = exp
−
(c− e)2

2σ2 (4.17)
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where c and σ are the center and width of the fuzzy set X. Whereas the defuzzifier is defined as
a mapping from fuzzy value to crisp value. The center of gravity defuzzifier is applied through
following equation

ω∗
0 =

∫
ω0µ(ω0)dω0∫
µ(ω0)dω0

(4.18)

4.3.1 Dynamic Error of The Observer

Based on the (4.8) and (4.13), the dynamic error of observer can be written asė1 = e2 − β1e1

ė2 = −β2e1 − φ(t)
(4.19)

The convergence analysis of observer is mainly inspired by [227]. The dynamic error of (4.19)
can be rewritten as

Ė = AE +B(−φ(t)) (4.20)

where

A =

(
−β1 1

−β2 0

)
, B =

(
0

1

)
(4.21)

Assumption 3. The solution of systems states xi and the input τp are bounded.

Theorem 2. Consider that the above assumptions are met,then, the estimation error (E)
ultimately converges into the following bounded ball

B =
{
E : ∥E∥ ≤ 2∆λmax(P )

λ

}
(4.22)

Proof. Let a Lyapunov function V for the dynamic error (4.20) is defined as

V = ETPE (4.23)

where P is a positive definite matrix, which satisfies

ATP + PA = −λI (4.24)

The time derivative of V is expressed as

V̇ = ET (ATP + PA)E + 2ETPB(−φ(t)) (4.25)

Using (4.24) and Assumption (2),V̇ becomes

V̇ ≤ −λ∥E∥2 + 2∆λmax(P )∥E∥

≤ −∥E∥(λ∥E∥ − 2∆λmax(P ))
(4.26)

where λmax are maximum eigenvalue of P , and λ is positive, then E ultimately converges into
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the ∥E∥ ≤ 2∆λmax(P )
λ

bounded ball.

4.4 Collision Monitoring Method

To enhance the sensitivity of collision detection, it is essential to define an appropriate
threshold that effectively differentiates between external collision moments and modeling er-
rors. This threshold is represented by an envelope region, bounded by upper and lower values,
which is designed to encompass all non-collisional disturbance torques arising from system
model inaccuracies, friction between joint actuators, and other factors.
To determine the collision threshold, the robot performs a trajectory execution in free space,
without any external impacts (see Figure 4.1). During this collision-free motion, the residu-
als produced by the Fuzzy Generalized Momentum Observer (FGMO) reflect the disturbance
torque signals τdis at each robot joint. The maximum observed disturbance torque at each joint
is then used to define the collision threshold, which can be expressed as follows

|ρi| ≤ max|τdis,i| (4.27)

In the absence of collision, the residual r generated by the FGMO contains only the perturbing
torque, that is

|ri| ≤ |ρi| (4.28)

After that, the robot can be run in workspace. When a collision occurs, the residual value
also includes the external torque, causing the residual value to increase sharply and exceed the
threshold and can be expressed as

|ri| > |ρi| (4.29)

To distinguish the external collision from the non-collisional disturbance torque, a collision
detection index is defined as follows

ϵi =

1 if |ri| > |ρi|

0 if |ri| ≤ |ρi|
(4.30)

4.5 Simulations Results and Discussion

In this section, we present a simulation to evaluate the performance and validate the ef-
fectiveness of the proposed collision detection algorithm. The simulation is conducted using
the industrial robot model Fanuc M710iC/70, which was thoroughly analyzed in the previous
chapter.
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Figure 4.1: Collision detection workflow.

4.5.1 Collision Description

Unwanted collisions can be characterized as abrupt disturbances, such as vibrations in the
actuators, which lead to torque deviations. To simulate a collision between the robot and a
human (or the environment), a collision force is applied to the third joint of the robot, as
illustrated in Figure 4.2. Specifically, a collision force Fc is introduced at 3 seconds into the
motion trajectory and remains active for a duration of 1 second.
A computed torque control strategy is used to control the robot, which meets the requirements

of controlling the trajectory of the manipulator robot. To test the performance of the observers
presented above, it is necessary to know how to adjust the parameters of the observer. For the
GMO, it has a K gain, which is the only parameter to adjust, To obtain the highest possible
estimation accuracy, K must be increased . However, increasing the gain K leads to overshoot
peaks. For ESO and NGMO, the gains β1 and β2 are the parameters that must be adjusted.
Since Li et al. [221], it is known that β2 determines the speed of evolution of the estimates, while
the increasing of β1, cause overshoot peaks and a low enough value will reduce convergence,
while the nonlinear function ψi(µ, δ, e) is defined as

ψi(µ, δ, e) =

|e|µsign(e), |e| > δ
e

δ1−µ
, |e| ≤ δ

(4.31)

The parameter of three observers can be obtained based on the parameter analysis of observers.
(as shown in Table 4.1). Based on the estimated external torque results, the peak value differs
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Figure 4.2: Collision modelling.

Table 4.1: Observers parameters

Observer Parameters
GMO Ki = 20

EGMO β1,i = 20, β2,i = 100

NGMO β1,i = 20, β2,i = 100,
µ1 = 1, µ2 = 0.5, δ1 = δ2 = 0.1

from joint to joint, and it comes back to the mass of the joint. In the first case, the estimation
using GMO, as shown in Figures 4.3a-4.3c with the red graph, the result of the peak value of
the first joint is -0.28 while for the second and third joints, the peak values are 11.41 and 5.97
respectively. This comes back to the joints mass of the robot, which weight of first, second and
third joint of robot are 170.31 kg ,63.73 kg and 98.97 kg respectively. We can conclude that
the mass of the joint affects the dynamics of the observer on its gain, which is responsible for
the peak phenomenon.
As mentioned in the discussion in the introduction, the objective of this work is to reduce the
peak value and maintain the sensitivity of the collision estimation, as shown in the figures.
Regarding the peak phenomenon in the initial time. In Figure 4.3a, all observers show an ob-
vious peak, except for the FGMO observer which almost completely eliminates the peak. For
the second joint, as shown in Figure 4.3b, a significant peak is obtained, especially in the case
of GMO, which reaches 11.41, and which FGMO was able to reduce to 1.31, a reduction of
88%. In Figure 4.3a, for the third joint, the FGMO observer generates a lower peak value than
the other observers, which has an 86% reduction in the GMO peak value.In the second phase,
after the initial time phase, the observer must vary the bandwidth so as to be able to react
quickly to changes in the system’s state (appearance of a collision). And a wider bandwidth
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allows it to track changes more sensitively and accurately. However, increasing the bandwidth
of an observer also increases the systems overshoot as shown in Figures 4.3a, 4.3b and 4.3c at
time 2.3 s, it can be found the nonlinear observer NGMO has an obvious overshoot, while the
FGMO follows the state change smoothly. Therefore, it is important to balance the benefits
of a higher bandwidth with the risks of overshoot, and design the observer carefully to ensure
optimal performance.
From the Figures 4.4a, 4.4b and 4.4c, whenever the torque estimation error is nonzero, it at-
tempts to converge to zero as quickly as possible. To obtain better transient performances, it is
necessary to define an adequate ω0. However, according of the (4.15), the observer may detect
the external force with a critical damping ratio that will lead to an undesirable overshoot phe-
nomenon. It can be seen that system overshoot and response time have opposite requirements
for the damping ratio. For GMO, EGMO and NGMO observers, when bandwidth is constant,
it is difficult to find a compromise between overshoot and response time. Unlike the observers
mentioned above, the FGMO observer can provide time-varying bandwidth, as shown in Figure
4.5, which present the observer bandwidth ω0 for the three first joints. Comparing the figures
for the estimation error and the bandwidth evolution, it can see that when the estimation error
is far from zero, the bandwidth is as wide as possible so that the estimation error converges more
quickly to zero and, consequently, to obtain the best sensitivity to collisions, then decreases
rapidly to avoid overshoot and also to obtain the shortest transit time. Table 4.2 summarizes
the characteristics of these moment observers, and we classify the overall performance of each
momentum observer in terms of complexity, sensitivity, initial peak, need for joint acceleration,
need for inverse of inertia matrix or not (* = " low " to **** = " high " It can be seen that
the designed FGMO observer shows high performance in terms of reduced complexity, high
sensitivity and low initial peak value compared to the other momentum observers used.

Table 4.2: Collision monitoring methods using momentum observers

Observer Characteristics of the momentum observers

GMO
Complexity *
Sensitivity ***

Initial peaking value ****
q̈ not needed Only M(q), no inverse

EGMO
Complexity **
Sensitivity *

Initial peaking value ***
q̈ not needed Only M(q), no inverse

NGMO
Complexity ****

Sensitivity **
Initial peaking value ***

q̈ not needed Only M(q), no inverse

FGMO
Complexity **
Sensitivity ***

Initial peaking value *
q̈ not needed Only M(q), no inverse
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Figure 4.3: Residual of the first three joints. (a) for first link. (b) for second link. (c) for third
link.
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Figure 4.4: Estimation error of the first three joints. (a) for first link. (b) for second link. (c)
for third link.
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Figure 4.5: Evolution of observer’s bandwidth

4.5.2 Detection and Localization of Collision

The detection step must decide whether the robot manipulator is in a normal operating state
or not. For this purpose, we adopt a threshold to generate a collision detection indicator from
the monitoring signal based on (4.30). While collision localization consists of identifying the
robot links that are affected by a collision. When a collision force is applied on ith(1 ≤ i ≤ n)

link of the serial robot manipulator leads to [219].r1, . . . , ri ̸= 0

ri+1, . . . , rn = 0
, i = 1, 2, . . . , n (4.32)

we consider for example that the robot manipulator affected by a collision on third link (see
figure 4.2), therefore the collision force is distributed to second and first link of the robot. To
simulate this scenario, we apply an external torque to the first three joints of the manipulator
robot at different times while it executes the desired trajectory.Simulation results are depicted
in Figures 4.6 and 4.7, the designed collision threshold is large enough to account for distur-
bances and modeling errors. Therefore, the collision threshold can distinguish real collisions
from non-collisional disturbance signals.
In the start-up phase, despite the appearance of a peak in the initial time, which does not
exceeding the collision threshold, it is therefore represented as a non-collisional disturbance
signal as long as it remains within the envelope region of collision threshold. However, collision
detection can be done by comparing the residuals to the detection threshold ρ.
From the figure 4.6, the residuals stay inside threshold region until the moment of 3 s which the
external torque estimated by the observer changes abruptly and exceeds the collision threshold
for the first joint, and at the moments 3.1 s and 3.2 s for the second and third joints respec-
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tively. Therefor there is a collision at link three according to (4.32). While the residual signal
of joints 4, 5 and 6 remains at zero, which means that there is no collision at these locations of
the robot.
when the collision occurs, the torque estimation error for the first three joints is around -0.5
and quickly returns to zero, demonstrating the sensitivity of the FGMO observer in estimating
external torque (see Figures 4.7a-4.7c). While the error remains zero for the three second joints
of the robot as shown in the Figures 4.7d-4.7f, which can be translated by these joints not
affected by the collision.
Once the collision has been detected, it must be localized. This localization is carried out from
the signature table which based on the (4.32). The table of signatures is given in the table 4.3.
In this example, when the collision has occurred at the third link, according to this table, the
residual vector r associated with the collision is r =

[
1 1 1 0 0 0

]T
.

Figure 4.8 summarizes the key steps involved in collision detection and localization. The Fuzzy-
Gain Momentum Observer (FGMO) generates residual signals that are highly sensitive to var-
ious collision events. By comparing these residual signals with predefined detection thresholds,
a detection index is obtained, indicating the presence of a collision. Furthermore, by matching
this detection index against a signature table, the system can accurately localize the point of
impact. This approach ensures reliable collision detection while enabling precise identification
of the affected joint or region of the robot.

Table 4.3: Signature table

Link 1st 2nd 3th 4th 5th 6th
r1 1 1 1 1 1 1
r2 0 1 1 1 1 1
r3 0 0 1 1 1 1
r4 0 0 0 1 1 1
r5 0 0 0 0 1 1
r6 0 0 0 0 0 1
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Figure 4.6: Residual of the first three joints. (a) for first link. (b) for second link. (c) for third
link. And Estimation error of the first three joints. (d) for first link. (e) for second link. (f) for
third link.
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Figure 4.7: Estimation error. (a) for first link. (b) for second link. (c) for third link. (d) for
fourth link. (e) for fifth link and (f) for sixth link.

65



Figure 4.8: Collision detection and localization.

4.6 Conclusion

This chapter presented an alternative collision detection method for manipulator robots op-
erating in sensorless conditions, utilizing a Fuzzy Generalized Momentum Observer (FGMO).
Building upon traditional generalized momentum observers, the FGMO incorporates a fuzzy
system to intelligently adjust the observer’s bandwidth. This innovative approach effectively
addresses the trade-off between collision sensitivity and peak value reduction, which is a limi-
tation in conventional methods.
The integration of the FGMO with a collision threshold enables the distinction between exter-
nal forces and internal torque disturbances. Furthermore, the collision detection algorithm can
accurately identify the specific robot link where the collision occurs. The results demonstrate
that this solution is robust and suitable for detecting both dynamic and quasi-static collisions
in robot manipulators.
For future work, the proposed algorithm could be enhanced to extract additional information
from the residual vector, such as the magnitude of the collision force, allowing the robot to re-
spond appropriately. Further development will focus on adapting the algorithm to incorporate
dynamic thresholds and integrating it into real-world applications with robotic manipulator
arms.
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Chapter 5

Soft Computing Approaches for
Optimal Industrial Robot Trajectory
Planning

Abstract

The present chapter addresses the problem of optimal trajectory planning for industrial
robots (IRs), with a particular focus on minimizing energy consumption. An effective
approach is presented to obtain optimal trajectories in terms of time, jerk, and energy
consumption. Following an introduction that reviews recent literature on the topic,
Section 5.2 defines the problem statement. Section 5.3 introduces the artificial LSTM
model used for energy consumption modeling. Section 5.4 outlines the optimization
strategy for achieving optimal trajectories. Section 5.5 validates the proposed approach
through simulation experiments, while Section 5.6 highlights the chapter’s key findings
and contributions.

5.1 Introduction

The integration of robot manipulators into assembly and manufacturing lines is steadily
increasing due to their efficiency, flexibility, and safety [229]. However, there is a growing em-
phasis on enhancing the motion performance of industrial robots. Key objectives in trajectory
planning include minimizing execution time, reducing jerk and optimizing energy consumption.
Trajectory planning is a critical operation for industrial robots before they are deployed, as it
plays an important role in enhancing productivity. An optimal trajectory minimizes unnec-
essary movements and cycle times. Additionally, well-planned trajectories result in smoother
motion profiles, reducing jerky movements and vibrations that can cause wear and tear on
mechanical components. Optimized trajectories also contribute to energy efficiency by mini-
mizing unnecessary accelerations and decelerations, leading to lower energy consumption and
operating costs. Therefore, one of the primary concerns in the use of robot manipulators is the
optimization of trajectory planning, with a focus on the key criteria of time, jerk and energy
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consumption.
To achieve higher production rates in robotic cells, time-optimal trajectory planning is one of
the primary requirements. This involves determining the shortest possible time to execute a
predefined task path while adhering to the robot’s physical constraints and maintaining task
quality without compromise. In recent years, many researches have addressed this problem,
in [230], the trajectory is represented by splines interpolation, then optimized using dynamic
programming (DP) algorithm to generate time-optimal trajectory and smoothly. In [231], a
novel Dynamic Programming (DP) algorithm is proposed for obtaining a time-optimal tra-
jectory while considering torque and jerk constraints. The performance of the algorithm is
compared with the Sequential Convex Programming (SCP) method. In the work of Serdar
[232], a numerical method is developed to generate collision-free trajectories while avoiding
robot singularities. The trajectory is constructed using cubic splines and subsequently opti-
mized using the Particle Swarm Optimization (PSO) algorithm to achieve optimal execution
time. Further research on the time-optimal trajectory planning problem has been conducted
using numerical methods, as presented in [233]–[237]. These approaches focus on determining
appropriate time scaling to identify the switching points between maximum acceleration and
maximum deceleration, thereby reducing the trajectory time. However, considering only the
time factor in robot trajectory planning is insufficient, as it often results in higher energy con-
sumption, particularly given the rising cost of energy resources.
Minimizing the trajectory time of a robot can significantly impact jerk, defined as the rate of
change of acceleration. Jerk plays a crucial role in determining the smoothness and efficiency
of a robot’s motion between points and is generally undesirable due to its negative effects on
motion stability and mechanical wear. The problem of simultaneously minimizing time and jerk
in trajectory planning has been explored in several studies. Notably, Gasparetto and Zanotto
[238] proposed the use of third- and fifth-order B-spline interpolations for trajectory planning.
Their approach optimizes a single objective function that combines execution time and the inte-
gral of squared jerk. However, this method is limited in its applicability to scenarios where the
solution set is non-convex, making it less effective in complex trajectory optimization problems.
In [239], the motion profile of a pick-and-place parallel robot is constructed using quintic B-
spline curves to achieve C4C4 continuity. The approach considers two key factors: acceleration
and jerk, ensuring smoother and more efficient motion trajectories. Junsen et al. [240] applied
fifth-order B-spline interpolation to construct the trajectory in joint space. The trajectory was
then optimized using the elitist Non-Dominated Sorting Genetic Algorithm (NSGA-II), with
time and jerk considered as optimization objectives. In [241], the trajectory is interpolated
using fifth-degree polynomials in Cartesian space. The resulting trajectory is then optimized
using the Sequential Quadratic Programming (SQP) algorithm, with the objective of minimiz-
ing joint jerks to achieve smoother robot motion. Zhang et al. [242] also applied SQP algorithm
to obtain time-jerk optimal trajectory for a robotic excavator. To address the trade-off between
jerk and time, hybrid meta-heuristic algorithms have been employed to optimize the objective
function. In [243], Particle Swarm Optimization (PSO) and the Improved Whale Optimization
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Algorithm (IWOA) are combined to enhance the convergence toward the optimal solution. As
is well known, the time required to complete tasks and the jerk profile of a robot’s movement
can significantly impact its energy consumption. Optimizing motion profiles, minimizing task
execution delays, and ensuring the efficient operation of components are essential strategies for
reducing energy consumption in robotic systems [244].
Given the rising cost of energy resources, minimizing the energy consumption of robot manipu-
lators has become a critical requirement for reducing the operating costs of robotic applications
[245]. Additionally, energy-efficient operations contribute to reducing the environmental im-
pact, aligning with sustainable development goals [246], [247]. This has motivated academic
research groups to focus on research into energy consumption recently. In [248], a method for
minimum-energy trajectory planning in industrial robotic systems is proposed. The approach
is based on modeling an electromechanical system with one degree of freedom (1-DOF) to
analytically compute energy consumption. While this method is effective for simple 1-DOF
systems, it is less suitable for high-degree-of-freedom (high-DOF) systems, such as those with
six degrees of freedom, due to increased complexity and computational challenges. In [249], an
energy analysis based on dynamic and electromechanical models of a 3-DOF SCARA robot is
conducted to demonstrate the correlation between the inertia ellipsoid index and the robot’s
effective energy consumption. However, the study does not account for the power consumption
of the electronic components within the system cabinet, potentially limiting the comprehen-
siveness of the energy evaluation. In [250], the authors developed a software tool designed to
interact with offline programming simulators for industrial robots. The tool enables the com-
putation and optimization of motion parameters with a focus on energy efficiency, providing
valuable support for energy-conscious trajectory planning in industrial applications. A new in-
vestigation into energy consumption adopts a data-driven approach, where the robot’s energy
profile is modeled using an artificial neural network for prediction [251], [252]. Li et al. [253]
optimized energy consumption based on the robots dynamic model, considering joint torque as
a key factor influencing energy usage. The optimization was carried out using the Sequential
Quadratic Programming (SQP) algorithm. However, most research on robot energy consump-
tion overlooks crucial factors such as time and jerk, despite their significant impact on motion
smoothness, efficiency, and overall system performance.
From the above discussion, research studies that simultaneously consider execution time, jerk,
and energy consumption remain limited, with only a few papers addressing all three factors
comprehensively. As presented in [254], the trajectory of a serial manipulator is planned using
the Non-Uniform Rational B-Splines (NURBS) method, which simultaneously considers time,
energy and jerk. In [255], the robot’s trajectory is interpolated using a quintic B-spline and op-
timized with a Quantum-behaved Particle Swarm Optimization (QPSO) algorithm to achieve
a time-jerk-energy optimal trajectory for a parallel robot. However, these studies consider joint
accelerations as a measure of energy consumption, which does not accurately reflect the actual
energy usage of the robot. The true energy consumption is primarily determined by the torque
exerted by the actuators, but accurately estimating this is challenging due to the unavailability
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of an exact dynamic model of the robot.

5.2 Problem statements

5.2.1 Time-energy-jerk optimization problem formulation

To execute a manipulator robots motion path, the robot must pass through a sequence of
waypoints (or via points) in Cartesian space. As noted by Gasparetto in [256], robot trajecto-
ries are typically planned in joint space. In this work, the trajectory planning is also carried
out in joint space, where consecutive waypoints in Cartesian space are transformed into joint
space using the inverse kinematic model. Based on these joint-space waypoints, a trajectory is
generated and subsequently optimized to minimize specific objectives. The trajectory must be
sufficiently smooth to prevent excessive mechanical vibrations while ensuring minimal travel
time and reduced energy consumption. Additionally, kinematic constraints such as velocity,
acceleration, and jerk must be taken into account to achieve efficient and reliable motion plan-
ning.
Various performance indices are used to assess the effectiveness of the planned trajectory. In
[257], [258], the objective function incorporates the sum of execution time and the integral of
squared jerk. In [259], the maximum jerk value is considered as a key performance criterion.
In this paper, the performance indices for execution time, jerk and energy consumption are
defined in (5.1)(5.3).
The robot trajectory planning translate into multi-objective optimization problem and can de-
fined mathematically as follows:
Minimize:

ftime =
n−1∑
k=0

Tk =
n−1∑
k=0

(tk+1 − tk) (5.1)

fjerk =
N∑
i=1

√
1

T

∫ T

0

(
...
s i(t))2dt (5.2)

fenergy = max(|EC(t)|) (5.3)

Subject to: 

0 < T ≤ Tmax

|ṡi(t)| ≤ ṡmax, i = 1, 2, ..., N.

|s̈i(t)| ≤ s̈max

| ...s i(t)| ≤
...
s max

(5.4)

The symbols mentioned above are explained in Table 5.1
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Table 5.1: Explanation of symbols in the optimization problem formulation.

Symbol Definition
ftime Objective function of execution time
fjerk Objective function of jerk
fenergy Objective function of energy consuming
EC Total energy consuming of the robot
si Position of ith robot joint
ṡi Velocity of ith robot joint
s̈i Acceleration of ith robot joint...
s i Jerk of the ith joint
ṡmax Velocity constraint value
s̈max Acceleration constraint value...
s max Jerk constraint value
Tk The time between kth and (k + 1)th waypoints
T Total travel time of the complete trajectory
Tmax Total travel time constraint
tk Time instant of kth node

n+ 1 Number of the waypoints
N Number of robot joints

5.2.2 Trajectory planning by 5th-order B-spline in joint space

In robotic programming applications, ensuring smooth and continuous trajectories up to
the third derivative (jerk) is essential [260]. To achieve this, the B-spline method is highly
recommended due to its flexibility in shaping the trajectory. Moreover, it can be optimized to
obtain an optimal trajectory in terms of execution time, jerk, and energy efficiency. This is
mathematically expressed by the following equation

s(u) =
m∑
j=0

djB
p
j (u) (5.5)

where dj represents the control points of curve, Bp
j (u) denotes spline functions of degree p,

defined according to knot vector u = [u0, ..., unknot
] and s(u) represents the joint poistion at the

instant u. The j-th B-spline basis function of degree p is recursively defined using the Cox-de
Boor recursion formula [261].

B0
j (u) =

1 if uj ≤ u < uj+1

0 otherwise

Bp
j (u) =

(u−uj)

(uj+p−uj)
Bp−1

j (u)+

(uj+p+1−u)

(uj+p+1−uj+1)
Bp−1

j+1 (u)

(5.6)

The continuity of the jerk requires adopting a fifth-degree B-spline (p = 5).The trajectory in
the cartesian space is discretized into number of waypoints and two virtual (vp = 2) points are
added at the second and second-last position of the waypoints sequence to obtain a smooth
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trajectory (no jerk) at either extremities [257]. These points are then mapped into joint space
through the robots inverse kinematic model to find the viapoints qk(k = 0, ..., n), which are
interpolated at times tk, The goal is to find the control points dj, j = 0, ...,m that ensure

s(tk) = qk (5.7)

It is first necessary to define the knot vector u, composed of sequence of tk corresponding to
the waypoints.

u =

[
t0 · · · t0︸ ︷︷ ︸

p+1

tvp,1 t1 · · · tn−1 tvp,2 tn · · · tn︸ ︷︷ ︸
p+1

]
(5.8)

where tvp,1 and tvp,2 are time instants of the virtual points.
The length of knot vector is n + 2p + vp + 1 = nknot + 1, in B-spline function calculations,
the relation between nknot, m and p is nknot − p − 1 = m, thus the control points number is
n+ vp+ p = m+ 1.
To determine the control point vector d, a linear system can be constructed by combining of
n + 1 equations that obtain through interpolation conditions imposed for each viapoint qk at
instant tk: 

q0

q1
...

qn−1

qn


=



Bp
0(t0) Bp

1(t0) · · · Bp
m−1(t0) Bp

m(t0)

Bp
0(t1) Bp

1(t1) · · · Bp
m−1(t1) Bp

m(t1)
... ... . . . ... ...

Bp
0(tn−1) Bp

1(tn−1) · · · Bp
m−1(tn−1) Bp

m(tn−1)

Bp
0(tn) Bp

1(tn) · · · Bp
m−1(tn) Bp

m(tn)





d0

d1
...

dm−1

dm


(5.9)

From (5.9), n+ vp+ p equations are required to build a square system of m+ 1 equations and
m + 1 unknown control points, the extra p + 1 can be provide by imposing initial and final
conditions of velocity, acceleration and jerk of trajectory. The formulas of velocity, acceleration
and jerk can be obtained by differentiating (5.5) up to the third order

ṡ(u) =
m−1∑
j=0

cjB
p−1
j (u) (5.10)

s̈(u) =
m−1∑
j=0

ljB
p−2
j (u) (5.11)

...
s (u) =

m−1∑
j=0

wjB
p−3
j (u) (5.12)
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where cj ,lj and wj are, respectively, the velocity curve, acceleration, and jerk control points
and are computed as 

cj = p
dj+1−dj

uj+p+1−uj+1

lj = (p− 1)
cj+1−cj

uj+p+1−uj+1

wj = (p− 2)
lj+1−lj

uj+p+1−uj+1

(5.13)

The velocity , acceleration and jerk at waypoints can be described as following

q̇k =
[
Bp

0
(1)(tk) Bp

1
(1)(tk) · · · Bp

m−1
(1)(tk) Bp

m
(1)(tk)

]


d0

d1
...

dm−1

dm


(5.14)

q̈k =
[
Bp

0
(2)(tk) Bp

1
(2)(tk) · · · Bp

m−1
(2)(tk) Bp

m
(2)(tk)

]


d0

d1
...

dm−1

dm


(5.15)

...
q k =

[
Bp

0
(3)(tk) Bp

1
(3)(tk) · · · Bp

m−1
(3)(tk) Bp

m
(3)(tk)

]


d0

d1
...

dm−1

dm


(5.16)

where Bp
j
(i)(tk) represent i-th derivative of Bp

j (t) at tk
The initial and final values of velocity, acceleration and jerk can be expressed as follows

ṡ(t0) = q̇0

ṡ(tn) = q̇n

s̈(t0) = q̈0

s̈(tn) = q̈n
...
s (t0) =

...
q 0

...
s (tn) =

...
q n

(5.17)

this leads (5.9) to be square linear system with same number of equations and unknowns of
m+ 1

Ad = c (5.18)
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where
d =

[
d0 d1 · · · dm−1 dm

]T
(5.19)

c =
[
q0 q̇0

...
q0 q1 · · · qn−1

...
qn q̈n q̇n qn

]T
(5.20)

A =



Bp
0(t0) Bp

1(t0) · · · Bp
m−1(t0) Bp

m(t0)

Bp
0
(1)(t0) Bp

1
(1)(t0) · · · Bp

m−1
(1)(t0) Bp

m
(1)(t0)

Bp
0
(2)(t0) Bp

1
(2)(t0) · · · Bp

m−1
(2)(t0) Bp

m
(2)(t0)

Bp
0
(3)(t0) Bp

1
(3)(t0) · · · Bp

m−1
(3)(t0) Bp

m
(3)(t0)

Bp
0(t1) Bp

1(t1) · · · Bp
m−1(t1) Bp

m(t1)
... ... . . . ... ...

Bp
0(tn−1) Bp

1(tn−1) · · · Bp
m−1(tn−1) Bp

m(tn−1)

Bp
0
(3)(tn) Bp

1
(3)(tn) · · · Bp

m−1
(3)(tn) Bp

m
(3)(tn)

Bp
0
(2)(tn) Bp

1
(2)(tn) · · · Bp

m−1
(2)(tn) Bp

m
(2)(tn)

Bp
0
(1)(tn) Bp

1
(1)(tn) · · · Bp

m−1
(1)(tn) Bp

m
(1)(tn)

Bp
0(tn) Bp

1(tn) · · · Bp
m−1(tn) Bp

m(tn)



(5.21)

Thus, the control points can be obtained by following equation (5.22)

d = A−1c (5.22)

Considering that the control points vector relies on the times intervals between waypoints,
alterations to the trajectory’s velocity, acceleration and jerk may arise.

5.3 Prediction model of energy consumption using LSTM

As stated in the problem formulation, an energy consumption model is required to construct
an optimization objective function. To determine the energy consumed by the manipulator
robot, one must either analyze and extract the mathematical relationship between the current,
voltage, and time of each servo motor of the robot to calculate power, which is difficult to
resolve, or describe it by torque through robot dynamic model which is difficult to obtained in
practice.
Methods based on deep learning have recently gained popularity for creating models to predict
the robot’s energy consumption. This is due to their simple modeling approach, which avoids
complex dynamic modeling processes [262]–[264]. LSTM is an improved version of the theory
of recurrent neural network (RNN) regression, due to its ability to identify non-linear and com-
plex relationships [265]. In this study LSTM is applied to establish the relationship between
the executed trajectory and its corresponding consumed energy.
The components of the proposed LSTM network are: data preprocessing module, input layer,
three LSTM layers, dropout layer, fully connected layer and regression layer. The data prepro-
cessing module normalizes the training data and removes features with constant values that
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may have a negative impact on training. The LSTM layers can learn from sequences data and
retain information over time steps and exploits deep relationships between energy consumption
and input variables. To prevent LSTM overfitting risk a dropout layer is adopted. The fully
connected layer is added for learning nonlinear combinations of data features. The regression
layer calculates the error loss in output layer for the regression task. Figure 5.1 illustrates the
architecture of our proposed LSTM network for regression. The input sequence of our designing
LSTM network can be represented as:

xt =
[
s1 · · · s6 ṡ1 · · · ṡ6 s̈1 · · · s̈6

]T
(5.23)

and the output sequence, representing the energy consumption indicated by the absolute value
of the torque at each robot joint, can be expressed as

N∑
i=1

∫ T

0

|τi(t)|dt (5.24)

Figure 5.1: Schematic of the proposed LSTM network.

5.3.1 Structure of LSTM cell

The LSTM cell is the alternative element of the neuron in RNNs. Capable of modeling long-
term dependencies through the use of memory cells to store information and gates to regulate
its flow between them (see Figure 5.2).
The flow of information is regulated by the forget gate Gt, input gate It, output gate Ot and
also cell candidate C̃t via following formulas

Gt = sig(WG[yt−1 xt]
T + bG) (5.25)
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Figure 5.2: LSTM cell architecture.

It = sig(WI [yt−1 xt]
T + bI) (5.26)

C̃t = tanh(WC [yt−1 xt]
T + bC) (5.27)

Ot = sig(WO[yt−1 xt]
T + bO) (5.28)

where W(.) are the weight vectors of gates, b(.) are bias vectors, sig is sigmoid activation function
and tanh is hyperbolic tangent activation function. They are defined as follows:

sig(v) =
1

1 + e−v
(5.29)

tanh(v) =
ev − e−v

ev + e−v
(5.30)

while cell output yt and cell state Ct are given by

Ct = Gt ⊗ Ct−1 + It ⊗ C̃t (5.31)

yt = Ot ⊗ tanh(Ct) (5.32)

where ⊗ denotes element-wise multiplication of vectors.

5.4 Time-jerk-energy optimization using NSGA-II

The NSGA-II is multi-optimization method that developed by Deb et al.[266] has proven
its effectiveness in various fields where optimization problems involve multiple conflicting ob-
jectives. Aims to efficiently explore the solution space, maintain diversity among solutions, and
identify solutions for a conflicting objectives called Pareto-ptimal solutions.
In the NSGA-II process, the offspring population Qt, is initially formed by utilizing the parental
population Pit, along with the standard genetic operators. Subsequently, Pit and Qit are merged
to form a new population Rit, of size 2P . Then, the Rit population is classified based on
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non-domination sorting method. In new generation, the parent population Pit+1, is filled by
non-dominated fronts increasingly until the population size achieves P . Solutions are sorted
based on crowding distance in descending order. This scenario is illustrated in Algorithm 1.

Algorithm 1 The NSGA-II procedure
1: Initialize random population Pit of size Np;
2: Generate offspring population Qt;
3: while it ≤ number of generation do ▷ it is iteration number
4: Rit = Pit ∪Qit;
5: Fi = non-dominated sorting(Rit); ▷ Fi are non-dominated fronts of Rit

6: Pit+1 = ∅ and i = 1;
7: while |Pit+1|+ |Fi| ≤ Np do
8: classify by crowding distance(Fi);
9: Pit+1 = Pit+1 ∪ Fi;

10: i = i+ 1;
11: end while
12: Qit+1 = generate new pop(Pit+1);
13: it = it+ 1;
14: end while

According to the section 5.2.2 analysis, solving the problem of time-jerk-energy optimal
trajectory planning consists of finding the control points of the B-spline curve, which relies on
the time instants of the waypoints. In this study, the optimizer works to find appropriate time
instants for the waypoints of the trajectory, minimizing the objectives described in Eqs.(5.1-5.3)
under the kinematic constraints described in Eq.(5.4).
In the optimization procedure, the optimizer defines the instants of time tk corresponding to
the predefined waypoints of the reference trajectory. The generated trajectory is tested against
the constraints, then evaluated through the objective functions,and optimizes the sequence of
tk, repeating the process until the objective is achieved. Figure 5.3 illustrates the optimization
flowchart.

Figure 5.3: Flowchart of optimization.
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5.5 Results and discussion

To demonstrate the feasibility of the proposed approach, simulation experiments are carried
out on an industrial robot model the of 6-DOF Fanuc M710iC70 (see figure 5.4). The proposed
approach is implemented in the Matlab/Simulink software environment. The simulation exper-
iments focus on three main aspects:

Robot energy consumption model: This involves designing an energy consumption profile
model for the robot, which based on data collection, training and validation using a test sample.

Process optimization: This aspect involves running the process optimization to obtain opti-
mal time parameters, which results in an optimal trajectory in terms of time, jerk, and energy.

Method comparison: This provides a comparison between the proposed approach and one
of the classical methods in trajectory planning of robots to evaluate the effectiveness of our
approach.

Figure 5.4: 3D robot model of Fanuc M710iC70.

5.5.1 Robot energy consumption model

For training the energy model, input/output data were extracted from the experimental
simulations. The position, velocity and acceleration are considered as input data, and the in-
tegral of the absolute value of the corresponding torque, representing energy consumption, is
taken as output data. In this study, the input data consist of the position, velocity and acceler-
ation of six robot joints, as the movement of a single joint can affect the robot’s overall energy
consumption, while in the output data, we preferred to take the sum of energy consumption of
all joints to avoid complexity in calculation, as well as the total energy being what matters us
for a IR system.
The trajectories were generated using the B-spline method, with random waypoints selected
using MATLAB’s random function.The waypoints were constrained within the robot’s joints
movement limits of [-90ř, 90ř]. This approach ensures diverse trajectory generation, enabling
the robot to learn effectively across a wide range of motions.In future work, this method can be
extended to comprehensively cover the entire robot workspace. The measurements of position,
velocity, acceleration and corresponding energy consumption values are collected into a training
set. The other LSTM network parameters are listed in Table 5.2.
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Figure 5.5: Training model performance with 50 trajectories.

Figure 5.6: Training model performance with 100 trajectories.
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Figure 5.7: Training model performance with 150 trajectories.

Figure 5.8: Training model performance with 200 trajectories.
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Table 5.2: Parameters of proposed LSTM.

Parameters Values
Number of input Features 18

Number of layers 3
Number of hidden units of each layer 100

Number of Responses 1
Epochs 400

Min BatchSize 20
Learning Rate 0.01

Solver adam

The LSTM model was trained using different numbers of trajectories (50, 100, 150 and
200) to evaluate its performance in terms of Root Mean Squared Error (RMSE) and achieve
maximum accuracy. As shown in Figures 5.5, 5.6 and 5.7, the RMSE decreases as the number
of trajectories increases, indicating improved model performance with larger training sets. At
200 trajectories, the RMSE stabilizes at iteration 2000, suggesting that further increasing the
number of trajectories may not significantly enhance accuracy beyond this point as depicted in
Figure 5.8.
After training the proposed energy consumption (EC) model, the results demonstrated a signifi-
cant improvement in convergence speed, indicating that the model quickly reached a satisfactory
level of accuracy in predicting the robot’s power consumption. This faster convergence suggests
that the model effectively captured the underlying energy consumption patterns, reducing the
need for extensive retraining. During the training process, the loss function exhibited smooth
stabilization, implying that the model’s performance had plateaued. This stabilization suggests
that additional training iterations would likely yield minimal improvements, confirming that
the model had attained an optimal balance between accuracy and generalization without over-
fitting to the training data. Figure 5.9 illustrates the evolution of energy consumption along
a randomly selected trajectory, showing that the trained model accurately predicts the robots
energy consumption. The strong consistency between the models predictions and the exper-
imental data further validates its reliability and effectiveness in estimating real-world energy
usage.
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Figure 5.9: Test samples of EC predicted vs EC measured.
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5.5.2 Running the optimization process

After modeling the energy profile of the robot, this section focuses on the optimization pro-
cess. The time-jerk-energy optimization is addressed using NSGA-II to determine the optimal
time instants. The proposed method is examined on the trajectory of waypoints in the joint
space presented in Table 5.3, subject to kinematic constraints, which are presented in Table 5.4.
The initial and final conditions of velocity, acceleration and jerk of the trajectory are initial-
ized to zero. The NSGA-II algorithm is used for optimizing the objective functions with these
settings: number of generation = 50, size of population = 100 and the crossover probability is
randomly selected at each generation.

Table 5.3: Kinematic constraints of the robot joints.

Number of joints 1 2 3 4 5 6
Velocity ṡmax (deg/s) 10 15 10 10 15 10

Acceleration s̈max (deg/s2 ) 15 20 20 10 15 10
Jerk ...

s max (deg/s3) 18 25 20 15 20 12

Table 5.4: Waypoints of trajectory in joint space (◦).

Waypoints J1 J2 J3 J4 J5 J6
1 19 70 76 -2 -17 18
2 Virtual
3 23 89 66 -6 -16 13
4 18 81 75 -10 -7 21
5 21 81 71 -8 -5 23
6 26 86 73 -5 0 24
7 29 88 77 -4 4 27
8 Virtual
9 26 90 75 -3 1 27

Figure 5.10: Pareto front of time-jerk-energy optimization.

As illustrated in Figure 5.10, optimal Pareto front of the time-jerk-energy optimization obtained
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Figure 5.11: The position of joints of robot trajectory.
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Figure 5.12: The velocity of joints of robot trajectory.
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Figure 5.13: The acceleration of joints of robot trajectory.
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Figure 5.14: The jerk of joints of robot trajectory.
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Figure 5.15: Energy consuming for the trajectory with an execution time of 11.49s .

by NSGA-II. In the pareto front solutions, the trajectory time varies between 9.5s and 11.99s,
the jerk index ranges from 71.73 deg/s3 to 156.91 deg/s3 while the energy consumption index
from 26534 N.m.s to 30238 N.m.s. The shortest execution time with the greatest value of jerk
for solution A, while the energy value lies intermediate between their limiting values, meanwhile
the solution C requires a longer traveling time but exhibits the least jerk and highly energy
consuming. In terms of execution time, option B is better than solution C. It also performs
better than solution A when it comes to jerk, while surpassing both solutions A and C in terms
of energy consumption. Therefore, it can be considered a compromise solution that provide a
good balance between the competing objectives. The final selection of solutions from the Pareto
front depends on the specific problem and the preferences of the decision-maker. This process
may involve choosing one or more solutions and considering factors such as computational cost.
Given that the optimal solutions on the Pareto front comply with the kinematic constraints
and that the difference between the traveling time values corresponding to these solutions is not
significant, the criterion for choosing the optimal solution is therefore the energy consuming,
which in this case is solution B with a pridected energy consuming of 26534 N.m.s and with
a traveling time of 11.49s, the corresponding time intervals of this solution is shown in Table
5.5. The position, velocity, acceleration and jerk of trajectory with a 11.49s execution time are

Table 5.5: Time intervals of solution 11.49s.

Interval T1 T2 T3 T4 T5 T5 T7 T8
Interval of time 1.952s 1.877s 2.195s 1.645s 0.803s 1.093s 0.674s 1.249s

shown in Figures 5.11-5.14. From the resulting trajectory, the first important observation is
that the trajectory passes through the predefined waypoints, demonstrating the flexibility of
the B-spline method. Additionally, all kinematic limits are respected, proving that NSGA-II
selects solutions that best meet specific needs and constraints. In Figure 5.14 the jerk curve
is smooth and continuous, which increases the accuracy of the trajectory movement, avoids
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actuator vibrations and reduces energy consumption. Figure 5.15 shows the measured and pre-
dicted energy consumption during the trajectory, both of which exhibit nearly the same growth.
This demonstrates that our LSMT model maintained its effectiveness during the optimization
process.

5.5.3 Compared the suggested approach with the classical method

This section compares the proposed approach with the classical method for trajectory plan-
ning in terms of energy and jerk. In trajectory planning using the B-spline method, determi-
nation the time instants corresponding to the interpolated waypoints is needed. This section
presents a comparison in obtaining the time vector between the suggested approach and one of
the most widespread methods found in the literature [267], known as the chord length distri-
bution.

Chord length distribution method:

In the chord length distribution method, which is referred to by the expression "the classic
method" in this article, the time parameter vector ū covering the interval [0, 1] is obtained
based on computed the distances between successive waypoints.
The waypoints of the robot’s trajectory are labeled as D0, D1, D2, , Dn. The length between
two consecutive waypoints Dk and Dk+1 is written as

Lk = |Dk+1 −Dk| (5.33)

and the total length of the trajectory is the sum of the lengths of these segments is

L =
n−1∑
k=0

|Dk+1 −Dk| (5.34)

therefore, ū can be determined by equation (5.35)
ū0 = 0

ūk = ūk−1 +
|Dk+1−Dk|∑n−1
k=0 |Dk+1−Dk|

k = 1, 2, · · · , n− 1

ūn = 1

(5.35)

it is required to set the total execution time of the robot trajectory a priori to determine the
time instants of waypoints. For a fair comparison, the execution time must be the same for
both methods. Therefore, an execution time of 11.49s is considered for calculating the time
instants based on equation (5.33). The resulting time intervals are presented in Table 5.6.

Table 5.6: Time intervals from the classic method.

Interval T1 T2 T3 T4 T5 T5 T7 T8
Interval of time 0.905s 0.908s 2.233s 2.582s 1.43s 1.499s 0.969s 0.963s
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Table 5.7: The joints kinematic indices for both methods.

Number of joint
J1 J2 J3 J4 J5 J6

Max. absolute velocity (deg/s) proposed method 6.46 9.42 6.08 4.17 6.95 4.69
classic method 5.76 24.4 12.63 5.5 6.05 8.68

Max. absolute acceleration (deg/s2) proposed method 8.32 9.3 8.22 4.52 9.48 4.55
classic method 10.08 37.71 23.04 7.09 9.5 13.44

Max. absolute jerk (deg/s3) proposed method 16.15 18.13 16.31 10.04 18.17 9.32
classic method 24.48 97.94 57.86 15.25 21.21 31.47

Table 5.8: The indices to optimal trajectory for the two methods.

the proposed method the classical method
The execution time (s) 11.49 11.49

The energy consuming (N.m.s) 30513 60875
The average absolute jerk (deg/s3) 14.69 41.37

The comparison of the trajectory is shown in Figures 5.16-5.19 in regards position, velocity,
acceleration and jerk. Figure 5.20 shows energy consuming comparison.
Figure 5.16 shows the position of the six joints using the proposed approach and the conventional
method. The execution time is the same for both methods, and the passage of the trajectory
of the six joints over the waypoints is respected, but at different time instants. The movement
of the joint departs progressive from the initial point compared to the classical method, and,
as is known, the startup phase is important in terms of energy consumption. The velocity is
shown in Figure 5.17, which indicates that the variation in velocity resulting from the proposed
approach is smoother than of the classical method. It also shows that the maximum velocity of
each joint remains within the kinematic constraints for the proposed approach, whereas in the
classical method, the velocity exceeds the kinematic limits in the second and third joints. For
acceleration, as illustrated in Figure 5.18, in classical method the maximum acceleration value
of the first, fourth and fifth joints is within the kinematic constraint limits, while the values
for the second, third and sixth joints exceed the constraint limits. So far, we can say that this
method does not meet our needs. In contrast, the maximum values of acceleration of the six
joints are within the acceleration limits of the kinematic constraints in our proposed method.
As is known, jerk is an important criterion in trajectory planning. In Figure 5.19, the jerk result
from the classical method have peak values that also exceed the kinematic constraints, which
confirms weak of the classical method. In contrast, the jerk results of the proposed method
respect the jerk constraints of the robot.
Table 5.7 presents the joints’ kinematic indices and the energy consumption for the two meth-
ods. The maximum absolute kinematic indices for the proposed method are well within their
constraint limits, thus ensuring the safety of the robot during operation. Comparing the energy
consumption of the two methods shows that the proposed method consumes less energy than the
classical method (see Figure 5.20), where there is reduction of 49.87% energy consuming. Table
5.8 shows the time, jerk and energy indices of the trajectory for the two methods. These tra-
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Figure 5.16: Comparison of proposed method and chord length distribution for the position of
the six joints of trajectory with an execution time of 11.49s.
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Figure 5.17: Comparison of proposed method and chord length distribution for the velocity of
the six joints of trajectory with an execution time of 11.49s.
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Figure 5.18: Comparison of proposed method and chord length distribution for the acceleration
of the six joints of trajectory with an execution time of 11.49s.

92



0 2 4 6 8 10 12

Time(s)

-25

-20

-15

-10

-5

0

5

10

15

20

25

30
J
e

rk
(d

e
g

/s
3
)

The proposed method

The classic method

(a) Joint 1

0 2 4 6 8 10 12

Time(s)

-100

-80

-60

-40

-20

0

20

40

60

80

J
e

rk
(d

e
g

/s
3
)

(b) Joint 2

0 2 4 6 8 10 12

Time(s)

-40

-30

-20

-10

0

10

20

30

40

50

60

J
e

rk
(d

e
g

/s
3
)

(c) Joint 3

0 2 4 6 8 10 12

Time(s)

-15

-10

-5

0

5

10

15

20

J
e

rk
(d

e
g

/s
3
)

(d) Joint 4

0 2 4 6 8 10 12

Time(s)

-15

-10

-5

0

5

10

15

20

25

J
e

rk
(d

e
g

/s
3
)

(e) Joint 5

0 2 4 6 8 10 12

Time(s)

-20

-10

0

10

20

30

40

J
e

rk
(d

e
g

/s
3
)

(f) Joint 6

Figure 5.19: Comparison of proposed method and chord length distribution for the jerk of the
six joints of trajectory with an execution time of 11.49s.
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Figure 5.20: Comparison of energy consuming between proposed method and classical method
with an execution time of 11.49s .

jectory indices play a significant role in ensuring productivity, flexibility and cost-effectiveness
of energy resources during the operation of the manipulator.

5.6 Conclusion

This chapter provides an in-depth analysis of various approaches and practical methods
for trajectory planning of industrial robots before their real-time implementation. The op-
timization process considers execution time, jerk, and energy consumption to determine an
optimal trajectory that maximizes performance while minimizing vibrations and energy usage,
ultimately enhancing the robots efficiency and longevity.
A key challenge addressed in this study is the trade-off between time, jerk, and energy in
the absence of an explicit energy expression. To tackle this, the trajectory planning prob-
lem is formulated as a multi-objective optimization problem, incorporating execution time,
jerk, and energy consumption as objective functions while respecting the robots kinematic
constraints. To model energy consumption, a deep learning approach based on Long Short-
Term Memory (LSTM) networks is employed. The optimization problem is then solved using
the Non-dominated Sorting Genetic Algorithm II (NSGA-II). Finally, the proposed method is
compared with the classical chord length distribution technique under the same execution time
constraints, demonstrating its superiority in achieving a more efficient trajectory.

94



Chapter 6

Conclusion

This thesis explores the broad research field of industrial robotics, with a particular focus
on expanding the workspace of robotic manipulators in industrial settings through the use of
soft computing techniques. While promising results have been reported in the literature, the
application of soft computing in robotic manipulation remains an evolving research area. It is
still in its early stages of development, characterized by a lack of maturity and several open
research challenges that need to be addressed.
This manuscript, in particular, presents contributions in three key areas of industrial robotics.
First, it addresses the designing of control strategies for accurate trajectory tracking in the
presence of disturbances. Second, it explores the problem of collision detection between robots,
their environment and human operators using fuzzy logic-based techniques. Finally, it tackles
the challenge of optimal trajectory planning, considering execution time, jerk, and energy con-
sumption using deep learning techniques.
After establishing a general introduction and defining the research context in chapter 1, chap-
ter 2 presents a comprehensive literature review and state-of-the-art analysis on soft computing
techniques applied to industrial robotics. This chapter explores recent studies in the field, pro-
viding an in-depth understanding of the research landscape. By examining existing approaches
and advancements, it identifies key challenges and open research questions that need to be
addressed, serving as a foundation for the subsequent contributions of this work.
In chapter 3, we introduced the fundamental concepts of serial robot manipulators, exploring
various modeling approaches, including forward and inverse kinematics, as well as the dynamic
model. To gain deeper insights into industrial robots, we conducted a case study on the Fanuc
M-710iC/70 robot. The kinematic modelsboth direct and inversewere analyzed to establish
the relationship between joint space and Cartesian space. Additionally, the robots dynamic
model was developed using Simscape/Matlab, enabling a more precise simulation of its physi-
cal behavior. To improve trajectory tracking performance, we implemented a control strategy
based on computed torque control (CTC) combined with a velocity observer. The velocity
observer played a crucial role in estimating unmeasured velocities and compensating for distur-
bances, thereby enhancing the stability and accuracy of the control system. Simulation results
confirmed the effectiveness of this approach in maintaining precise trajectory tracking under
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dynamic conditions.
Chapter 4 introduced an alternative sensorless collision detection method for manipulator
robots based on a Fuzzy Generalized Momentum Observer (FGMO). This approach extends
the traditional generalized momentum observer by incorporating a fuzzy system that dynami-
cally adjusts the observers bandwidth. By doing so, it effectively balances collision sensitivity
and peak value reduction, overcoming a key limitation of conventional methods. The FGMO
is integrated with a collision threshold, allowing for precise differentiation between external
forces and internal torque disturbances. Additionally, the proposed algorithm can accurately
pinpoint the specific robot link where a collision occurs. The results confirm the robustness
of this approach, demonstrating its effectiveness in detecting both dynamic and quasi-static
collisions in robotic manipulators.
Chapter 5 presents a comprehensive study of various strategies and practical methodologies
for trajectory planning in industrial robots prior to their real-time deployment. The opti-
mization framework considers execution time, jerk, and energy consumption to generate an
optimal trajectory that enhances performance while minimizing vibrations and energy usage,
ultimately improving the robots operational efficiency and lifespan. One of the key challenges
tackled in this study is balancing the trade-off between time, jerk, and energy, particularly in
the absence of a direct energy expression. To address this, the trajectory planning problem
is formulated as a multi-objective optimization task, incorporating execution time, jerk, and
energy consumption as objective functions while adhering to the robots kinematic constraints.
A deep learning-based Long Short-Term Memory (LSTM) network is utilized to model energy
consumption, and the optimization is performed using the Non-dominated Sorting Genetic Al-
gorithm II (NSGA-II). Finally, the proposed approach is benchmarked against the classical
chord length distribution method under identical execution time constraints, demonstrating its
effectiveness in achieving a more efficient and optimized trajectory.
The current study focuses on a trajectory planning approach where the robot controller utilizes
a B-spline method to generate smooth and efficient motion paths. Additionally, the trajectory
planner has direct access to the controller, allowing for the adjustment of optimal parameters
to enhance performance. However, in real-world industrial applications, most robot manufac-
turers do not provide direct access to their proprietary control software, limiting the ability to
modify or optimize built-in trajectory planning algorithms.
In perspective of this work, our future research will to investigate and identify the underly-
ing trajectory planning models used in commercially available industrial robots. By analyzing
these models, we aim to develop an external optimization framework that can work indepen-
dently of proprietary software while still improving trajectory efficiency. This approach will
involve reverse engineering existing trajectory planning mechanisms and exploring data-driven
techniques to approximate their behavior. Ultimately, the objective is to integrate advanced
optimization strategies into practical industrial settings, ensuring improved execution time, jerk
minimization, and energy efficiency without requiring direct modification of the robots internal
control system.
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