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Abstract

Machine translation serves as a crucial tool for breaking down language
barriers and facilitating communication and information access across diverse
linguistic contexts. However, its efficacy heavily relies on the availability of
sufficient and high-quality training data, a challenge often encountered in
low-resource language settings. In this study, we explore methods to enhance
Neural Machine Translation (NMT) systems by employing data augmenta-
tion techniques to address the challenges posed by such scenarios.

Our experimentation involved various augmentation strategies, including
Back Translation, Copied Corpus, and innovative methods like Right Rota-
tion Augmentation, with the aim of enriching training data and improving
translation quality. Through rigorous evaluation comparing augmented NMT
models with the baseline, we observed significant enhancements in translation
quality, as evidenced by improved BLEU scores. Our analysis underscores
the effectiveness of different augmentation techniques in bolstering NMT sys-
tems, especially in low-resource language contexts.

Furthermore, our comparative analysis between Seq2Seq NMT models
and GPT-based models sheds light on their architectural intricacies and per-
formance characteristics. Evaluating their performance across diverse trans-
lation tasks, we found that the ChatGPT model consistently outperformed
the Seq2Seq model, exhibiting higher COMET, BLEU, and ChrF scores.
Notably, the ChatGPT model demonstrated superior performance in trans-
lating from the Algerian Arabic dialect (DZDA) to Modern Standard Arabic
(MSA). Moreover, transitioning from zero-shot to few-shot scenarios led to
enhanced translation performance for ChatGPT models across both language
pairs. These findings contribute to a deeper understanding of the interplay
between Seq2Seq and GPT-based models in machine translation, offering
valuable insights for future advancements in the field.
Key words: Neural Machine Translation, Large Language Model, Data
augmentation, Low resource language.
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Chapter 1

Introduction

Machine translation (MT) serves as a vital tool for facilitating access to information, enabling
cross-language information retrieval, breaking cultural and language barriers and aiding in
speech interpretation. Essentially, it serves to break down language barriers that could
otherwise lead to social isolation. Neglecting languages with fewer resources can have severe
consequences for societal integration in today’s interconnected world. Moreover, it increases
the risk of digital language extinction, a phenomenon exacerbated by the digital divide [5].

The complexity of MT stems from various factors, including morphological differences
among languages [6]. Additionally, categorizing languages for comparative analysis poses
challenges [7]. Various methods have been employed to automate translation, initially rely-
ing on rule-based systems. However, creating such systems is laborious and expensive due
to the challenges of encoding all necessary language knowledge accurately. Additionally, it
requires extensive linguistic expertise and resources, which may be lacking for low-resource
languages [8]. Consequently, data-driven or corpus strategies gained traction as access to
parallel corpora increased. These approaches leverage curated parallel training data to de-
velop translation models through machine learning. Among corpus approaches, Statistical
Machine Translation (SMT) and Neural Machine Translation (NMT) are prominent. NMT
has surpassed SMT in recent years due to several advantages. Unlike SMT, NMT allows
for joint optimization of all system components to enhance translation performance. It pro-
cesses complete sentences rather than just words or n-grams, leading to better handling
of syntactic and semantic differences between languages. Ultimately, NMT produces more
fluent translations compared to SMT [9, 10, 11, 12].

However, NMT has certain limitations, as detailed in Section 1.1, regarding low-resource
languages. Therefore, we adopted the design science research methodology [13] to design,
build, and evaluate an NMT system that suits low-resource languages. The design science
process includes problem identification and motivation (Section 1.1); definition of the objec-
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tives for a solution (Section 1.2); and communication (Section 1.3)

1.1 Problem Identification and Motivation

While Neural Machine Translation (NMT) has shown considerable advancements for high-
resource languages, its performance tends to be lower for less-resourced languages [9, 14].
This disparity primarily stems from the quantity and quality of available training data,
which significantly impacts NMT model performance [15]. However, the majority of the
approximately seven thousand languages spoken worldwide lack sufficient training data with
the requisite quantity and quality for effective NMT. One approach to address the challenge
of scarce data involves optimizing the hyperparameters of NMT, which play a crucial role
in the architecture design of NMT systems. Various optimization techniques have been
proposed for NMT, each exhibiting differing levels of performance depending on the size
of the training data [16]. Consequently, optimizing NMT hyperparameters for low-resource
languages becomes imperative. Moreover, NMT encounters challenges related to its fixed
vocabulary, primarily due to limitations in computing resources such as GPUs and memory
in computers. This constraint poses difficulties for NMT models in handling rare and out-
of-vocabulary words in text [17]. This issue is particularly pronounced in languages with
complex morphologies, such as Arabic, where a single word may undergo numerous inflections,
and the lexicon of the language may comprise hundreds of thousands or even millions of
entries.

Hence, we aimed to address two main research questions:

• RQ1: Do data augmentation techniques enhance NMT scores under low data condi-
tions?

• RQ2: Does a seq2seq NMT system outperform a GPT-based system in low-data sce-
narios?

1.2 Objectives and Scope

Our aim was to devise a specialized NMT framework tailored for languages lacking in re-
sources, particularly focusing on the Algerian Arabic dialect (DZDA) to Modern Standard
Arabic (MSA) translation task. We commenced this endeavour by crafting a comprehensive
corpus for the Algerian Arabic dialect to Modern Standard Arabic translation. Subsequently,
we engineered a Seq2Seq NMT model customized for this low-resourced language pair. Our
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primary goal was to experiment with data augmentation techniques such as Back Transla-
tion, Copied Corpus, and the novel techniques we developed—Right Rotation Augmentation
and Entity Replacement Augmentation—to enhance the quality of the Seq2Seq NMT model.
Additionally, we aimed to design an NMT architecture suitable for low-resource languages
and create a DZDA-MSA corpus. Our second objective was to develop an effective transla-
tion system capable of handling the unique challenges presented by this language pair. To
evaluate the efficacy of our Seq2Seq NMT model, we compared its performance against a
GPT-based machine translation model. This comparative analysis allowed us to gauge the
strengths and weaknesses of each approach in the context of translating between DZDA and
MSA. Through this endeavour, we aimed to contribute insights into the optimization of ma-
chine translation systems for low-resource languages and explore the capabilities of different
NMT architectures in addressing translation challenges specific to such language pairs.

1.3 Contributions

Our research outcomes have been disseminated through various publications presented at
prestigious scientific conferences. At the 7th International Symposium (MISC 2022), we
introduced the "Survey of the Arabic Machine Translation Corpora" [18]. Additionally, at the
1st International Conference on Artificial Intelligence: Theories and Applications (ICAITA
2022), we presented "Arabic Machine Translation: A Panoramic Survey" [19]. Alongside
these contributions, we curated an in-house corpus specifically tailored for testing our NMT
models, which we have made openly accessible to the MT community for research purposes,
thereby enhancing the replicability of our findings. Additionally, we developed innovative
data augmentation techniques designed to improve the performance of NMT models. The
experiments and results are detailed in our forthcoming paper, "Chasing the Recipe for
Effective Low-Resource Neural Machine Translation". In our study, detailed in the article
"Breaking Language Barriers with ChatGPT: Enhancing Low-resource Machine Translation
between Algerian Arabic and MSA" [20], published in the esteemed International Journal
of Information Technology (IJIT), we performed comparative experiments and analyses
between Seq2Seq and GPT-based models for machine translation tasks.

1.4 Outline of the Thesis

In Chapters 2, 3, and 4, we delve into a comprehensive exploration of the Arabic language,
the fundamentals of Neural Machine Translation (NMT), a literature review encompassing
NMT, Large Language Models, and relevant research in the field. Our focus on low-resource
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languages necessitates meticulous preparation, involving the compilation of various corpora
types and the implementation of a spelling corrector to refine the collected data. Chapter 5
provides an in-depth discussion on the compilation process of a monolingual corpus, tailored
specifically for the development of a robust NMT system targeting the low-resourced language
pair of Dialectal and Modern Standard Arabic. In Chapter 6, we delve into the exploration
of data augmentation techniques aimed at enhancing the performance of the Seq2Seq NMT
model. The subsequent chapter, Chapter 7, revolves around the development and comparison
between the Seq2Seq NMT model and the GPT-based model, offering insights into their
respective strengths and limitations. Finally, Chapter 8 encapsulates our concluding remarks
and outlines potential avenues for future research endeavors in this domain.
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Chapter 2

Arabic Language and Machine
Translation

2.1 Overview

Translation has become difficult due to the intricate variations across languages [6]. For in-
stance, certain words may have different meanings based on the context, or other words may
not have equivalent translations in other languages. Additionally, translating idiomatic ex-
pressions calls for a thorough understanding of both the source and target languages. Further,
structural variations like word order disparities between languages complicate translation.

Another difficulty is that a good translation needs to be faithful and fluent. A faithful
translation accurately conveys the sense of the original text, whereas a fluent translation
is easy to understand and sounds natural. A literal, faithful translation could result in an
unpleasant and unnatural translation in the target language. For example, fluency rather
than faithfulness is more critical when translating literary works. We might have to alter some
of the meaning to keep the text flowing smoothly. Readers should feel as if it was written
in their native language. The faithfulness of the translation, however, is prioritized when
translating a technical manual or a legal document. Even if the translation is not fluent, it
must be faithful and convey the same meaning. To produce accurate translations that balance
faithfulness and fluency, human translators primarily rely on their experience, knowledge, and
reasoning abilities. Due to these issues, various human translators will translate the same
text in different ways.

Despite the complex linguistic distinctions, recent decades have seen significant improve-
ments in machine translation. It is even applied in practical, real-world applications. For
instance, we employ machine translation for cross-language information retrieval. It allows
people to interact and obtain information in other languages. Machine translation is also
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used to assist human translators. By creating a draft translation that human translators will
edit, it expedites a time-consuming translation task [21]. In addition, we can employ machine
translation for translations that are speech- and image-centric. Speech-centric translation in-
volves translating a text from a speech recognition system into another language before the
text is fully formed. As a result, it mimics a live human interpretation. Image-centric ma-
chine translation uses an optical character recognition system to translate the text included
in images, such as billboard advertisements or street signs.

There are various methods for automating the challenging task of translation. Data-driven
methods later supplanted the initial rule-based approaches. The most popular data-driven
methods are Statistical Machine Translation (SMT) and Neural Machine Translation (NMT).
Nevertheless, due to its remarkable successes, NMT has become state-of-the-art.

This chapter provides a comprehensive overview of the intersection between Arabic lan-
guage characteristics and machine translation methodologies. It begins by delving into the
intricate nuances of the Arabic language in the section 2.2, highlighting its unique linguistic
features and complexities. Subsequently, the discussion extends to the role of social me-
dia in shaping Arabic language usage and its implications for natural language processing
tasks in the sections 2.3 and 2.4. Within the realm of machine translation, the section 2.5
explores various linguistic and corpus-based approaches employed to facilitate translation
from Arabic to other languages and vice versa. Moreover, the section 2.6 delves into the
evaluation methodologies utilized to assess the effectiveness of machine translation systems,
encompassing both human and automatic evaluation techniques. Throughout the section 2.7,
relevant related work is examined, providing insights into previous research endeavours and
advancements in the field.

2.2 Arabic Language

Arabic is considered as one of the six official languages of the United Nation. It is the official
language in 22 countries and spoken by more than 350 million people in 24 countries around
the world [22]. The Arabic language is morphologically rich and complex, however, it is
considered a low-resource language due to the lack of enough parallel dataset.

Arabic is well known for its complex morphology. It has different possibilities of word
order that express the same sentence. According to word orders, Arabic sentences can be
classified into 4 types: SVO1, VSO, VOS and SOV [23].

Translating the Arabic language into other languages engenders multiple linguistic prob-
lems, as no two languages can match, either in the meaning given to the conforming symbols

1SVO: Subject-Verb-Object
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or in the ways in which such symbols are arranged in sentences. Lexical, syntactic and se-
mantic problems arise when translating the meaning of Arabic words into English and vice
versa. Machine translation into morphologically rich languages (MRL) poses many chal-
lenges, from handling a complex and rich vocabulary that can reach hundreds of thousands
or even millions, to designing adequate MT metrics that take morphology into consideration.

Fehri[24], Chalabi[25] and Daimi[26] enumerated major issues involving Arabic in the
following points:

• Arabic is written from right to left.

• There are no capital letters in Arabic.

• Gender is used for all nouns (there are no neutral).

• Some letters have different shapes depending on their location within a word. e.g. The

shape of letter (¨) in the start of a word is («) like in I. Ê«, in the middle (ª) like in

I. ªË and at the end (¨ or ©) like in ©ÊK. or ¨Xð.

• Arabic words can be partially, fully or not vocalized. Unvocalized words may generate
ambiguities for MT. See Table 2.1.

• Arabic has a relatively free order of words. See Table 2.2.

• Some Arabic vocalized words may have multiple senses (polysemy) depending on its
context. See Table 2.3.

• The subject can be omitted. e.g. ZA �ÜÏ @ H. Qå
�
��
 (He drinks the water)

• Some words hold the meaning of a whole sentence. e.g. èñ
�
Ò
�
» A
�	
JJ


��
®�

�
A
�	
¯ (and We gave it to

you to drink).

• Copula verbs "to be" and "to have" do not exist in Arabic.

• The three letters root system can often engender ambiguous words.

• Feminine nouns are often derived from masculine nouns, e.g. �Y
	
JêÓ (Engineer male)
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Word Transliteration English meaning

�Q
�
Ô
�
« Eamara build / live / was populated

�Q
��
Ô
�
« Eam˜ ara Live a long time

�QÔ�

�
« Eomira became populous

�Q
��
Ô
�
« Eom˜ ira Given a long life

�Q
�
Ô
�
« Eumaru Omar (noun) / plural of Umrah

�Q
�
Ô
�
« Eamoru Age of

�Q
�
Ô
�
« Eumoru Age of

�Q
�
Ô
�
« Eumuru Age of

�Q
�
Ô
�
« EamorN Age

�Q
�
Ô
�
« EumorN Age

�Q
�
Ô
�
« EumurN Age

�Q
�
Ô
�
« EamarN Head cover for women

��Q
�
Ô
�
« Eamar˜ a Strong tough man /

Longest of everything /

Shrewd malicious guy /

Ferocious man

Table 2.1: Possible meanings of the unvocalized Arabic word "QÔ«" (Emr)

Order Sentence English translation

VSO �
ZA �ÜÏ @ �QÔ«

�
H. Qå

�
� Drank Omar the water

OVS �QÔ«
�
H. Qå

�
�
�
ZA �ÜÏ

�
@ The water drank Omar

SVO �
ZA �ÜÏ @

�
H. Qå

�
� �QÔ« Omar Drank the water

VOS �QÔ«
�
ZA �ÜÏ @

�
H. Qå

�
� Drank the water Omar

Table 2.2: Arabic free word order

�
é�Y

	
JêÓ (Engineer female). In some cases they are totally different, e.g. YËð (Boy) �

I
	
�K.

(Girl).

• In English the number system moves from singular to plural form directly, however
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Word Transliteration English meanings

É

K� A
�
� sA}il liquid, beggar, questioner

	á�

�
« Eayn eye, water source, gold

Table 2.3: Examples of vocalized Arabic words polysemy

Arabic language includes dual form by suffixing morpheme ( 	
à@) or ( 	áK
) to the singular

form. e.g. �Y
	
JêÓ (Engineer male) 	

àA
�
�Y

	
JêÓ or 	á�


�
�Y

	
JêÓ (Two Engineers male).

• The plural form of Arabic masculine nouns is the result of suffixing morpheme ( 	
àð) or

( 	áK
) to the singular form. e.g. �Y
	
JêÓ (Engineer male) 	

àñ
�
�Y

	
JêÓ or 	á�
��Y

	
JêÓ (Engineers

male).

• The plural form of Arabic feminine nouns is the result of suffixing morpheme ( �
H@) to

the singular nouns. e.g. �
é�Y

	
JêÓ (Engineer female) �

HA
�
�Y

	
JêÓ (Engineers female).

• Some words have no fixed rule for their plural form. e.g. I. �
J.£ (Doctor) ZA
��
J.£�

�
@ (Doctors).

In addition to the preceding specific challenges to MT, common standard issues also are
present in Arabic language, such as:

• Multi word expressions (MWE) where the meaning of words collocation varies between

partially to completely not derivable from its single constituents [27]. e.g. �
èY «A

��
¯

�
é K
Q º� « , (military base) is a phrase that is highly compositional. ù



ëC

�
ÖÏ @

�
é
	
J K
Y Ó

, (amusement park), lit. "city of amusements" is an expression that shows a degree
of idiomaticity. In extreme cases the meaning of the expression as a whole is utterly

unrelated to the component words, such as, ú


æ
.

	
JË @ �Q

	
¯, (grasshopper), lit. "Horse of the

Prophet".

• Idioms and idiomatic expressions are frequently used by Arabic speakers. They are a
special challenge for MT systems, because their translation mainly does not outcome
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literally, but logically [28]. e.g. hA
�
�Ö

�
ß�

	áÓ Õ
�
Î
	
£

�
@ , lit. "More oppressive than a crocodile",

has the idiomatic meaning of (crocodile tears).

• Named entities (NE) refer to abstract entities in the real world such as people (PER)

such as PXA
��
® Ë @Y J. «

Q�
 Ó�

�
B
�
@ (Emir Abdelkader), places (LOC) such as �

é º Ó (Mecca),

companies, and organizations that have an appropriate name (ORG) such as ñ
�
ëA

�
K


(Yahoo). It also refers to expressions of date, time, space and quantity (MISC) such as

Q�.Ò
�
J�.� 8 (September 8th), h. X100 (100DZD) or 	

©»25 (25Kgs).

Due to the rich lexical variations and the absence of capitalization in Arabic, the task
of named entities recognition (NER) is more difficult. Handling NE in Arabic MT is
done very carefully based on :

1. meaning translation: e.g. �
è
�
Yj

���
J �ÜÏ @ Õ

�
×

�
B
�
@ (The United Nations).

2. phoneme transliteration: e.g. Ég. ñ
�
k. (Google).

3. mixture of meaning translation and phoneme transliteration: �
é
�
J
 ËA

�
Ò
�
�Ë@ A

�	
J K
B

�
ð �PA

�
¿

(North Carolina), where "North" is translated and "Carolina" is transliterated.

2.3 Social Media

Social media involves online spaces where individuals can post and share information with
others. They have become crucial in contemporary communication, fundamentally reshaping
how individuals connect, information disseminates, and communities form. These online
environments, characterized by user-generated content and interactive features [29], allow for
the creation of virtual spaces fostering real-time interaction and knowledge sharing [30].

Social Networking Sites (SNS): Platforms like Facebook prioritize building and main-
taining online social connections. Users can share personal updates, engage in discussions
through comments and reactions, and participate in groups centered around shared inter-
ests [31]. Research suggests that SNS use can foster social capital by strengthening existing
relationships and enabling the formation of new ones [32].
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Media-Sharing Platforms: Platforms like Instagram and YouTube focus heavily on
the creation and dissemination of multimedia content. Users can share and discover photos,
videos, and live streams, with features designed to enhance content visibility through hashtags
and algorithmic recommendations [33]. Studies highlight the increasing influence of visual
communication and the emergence of new social norms surrounding content creation and
consumption on these platforms [34].

Messaging Applications: Platforms like WhatsApp and WeChat enable asynchronous
and real-time communication between individuals and groups. These applications offer fea-
tures like text messaging, voice calls, and video conferencing, facilitating private and semi-
private communication, often replacing traditional communication methods [35]. Research
suggests that messaging applications can strengthen interpersonal bonds and serve as crucial
tools for information sharing and community mobilization [36].

Professional Networking Sites: LinkedIn serves a distinct purpose within the social
media landscape, focusing on professional networking and career development. Users create
profiles highlighting their skills and experience, connect with colleagues and potential employ-
ers, and discover job opportunities [37]. Studies suggest that LinkedIn usage can positively
impact career prospects by facilitating professional connections and knowledge exchange [38].

Social media platforms are a goldmine for data collection. However, in the case of Arabic,
several issues arise due to the way language is used on these platforms. Users often tend
to write in colloquial Arabic or a mix of colloquial Arabic and English characters (often
referred to as Arabizi). This deviates from the standard Arabic used in formal writing. This
informality poses challenges for data collection and analysis, as algorithms need to be able
to understand these diverse and non-standard language patterns. Another important aspect
of Arabic language on social media is the use of dialects. Arabic is a highly diverse language,
with many different dialects and variations. Users may choose to write in their local dialect,
which can vary significantly from Modern Standard Arabic, the standardized form of the
language. With the spread of social media, new challenges arise to the Arabic MT such as:

• Non-standard speech: which encompasses dialectal languages or the various col-
loquial forms of standard language. This text frequently contains slang, MWE and
unreasonable abbreviations [39] like as "idk2" and "brb3" in English or "hmd4" and
"slm5" in Arabic. For best translation results, the MT system is required to identify
such argot and try to map it to the target language.

2I don’t know
3Be right back
4
é
�
<Ë� YÒmÌ'

�
@ (Thank God)

5
ÐC
�
�
� (Peace)
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• Arabizi (sometimes known as Arabic chat alphabet, Franco-Arabic, Arabish, Araby
and Mu’arrab): which is defined as writing informal Arabic dialects in Latin characters
and Arabic numerals. This new style of writing doesn’t follow any type of rules, which
leads to big variations in writing nearly all Arabic words. The following words present
some examples of the Arabizi issue that machine translation systems have to solve [40]:

1. The Modern Standard Arabic word QK
Q�
m�
�
'6 has the following popular Arabizi equiv-

alents: ta7rir, tahrir, t7rir, t7reer, ta7reer, tahreer, etc.

2. The dialectal spellings of the MSA words I. ªÊK
B
�
7 could be �

��. ªÊK
A
�
Ó, �

��. ªÊJ
K. A
�
Ó,

�
��. ªÊJ
Ó, ú



æ
�
�
�
J. ªÊJ
Ó, ú



æ
�
�
�
J. ªÊK
A

�
Ó etc, and the resultant Arabizi could be: mayel3absh,

mayel3abch, mabyelaabsh, mabyel3absh, mayel3abshi, mayel3abchi, etc.

2.4 Natural Language Processing

Natural Language Processing (NLP) is a branch of computer science dedicated to facilitating
communication between computers and human languages. Its methodologies find application
in social media for the analysis and comprehension of the extensive textual data produced
by users (Huang, 2021). Below are several applications of NLP in social media:

1. Machine Translation: NLP techniques are utilized to translate text from one lan-
guage to another, facilitating cross-lingual communication and information access. Ma-
chine translation involves converting text from a source language into a target language
while preserving meaning, context, and grammatical structure.

2. Text Classification: NLP techniques involve categorizing text data into predefined
categories or labels based on its content. This involves tasks such as sentiment analysis,
spam detection, topic classification, and intent recognition in chatbots. Text classifica-
tion is essential for organizing and analyzing large volumes of text data efficiently.

3. Named Entity Recognition (NER): NLP algorithms aim to identify and extract
named entities from unstructured text, such as names of people, organizations, loca-
tions, dates, numerical expressions, and other specific entities. NER is crucial for var-

6Liberation
7He does not play
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ious applications, including information retrieval, entity linking, and knowledge graph
construction.

4. Speech Recognition: NLP algorithms transcribe spoken language into text, enabling
voice-controlled applications, virtual assistants, and speech-to-text transcription ser-
vices. Speech recognition involves converting audio signals into textual representations,
which can then be further processed or analyzed.

5. Information Extraction: NLP methodologies focus on extracting structured infor-
mation from unstructured text sources, enabling the retrieval of specific data points or
facts from documents, web pages, or other text-based sources. Information extraction
techniques involve identifying relevant entities, relationships, and events mentioned in
the text.

6. Text Generation: NLP models are employed to generate human-like text based on
given prompts or input. This includes tasks such as automated content creation, dia-
logue generation, language translation, and summarization. Text generation techniques
leverage deep learning architectures such as recurrent neural networks (RNNs) and
transformer models.

7. Document Summarization: NLP techniques condense lengthy documents or articles
into shorter summaries while preserving the main points and key information. Docu-
ment summarization aims to provide a concise overview of the text, facilitating easier
comprehension and information retrieval.

8. Question Answering: NLP systems process natural language questions and retrieve
relevant answers from large text corpora or knowledge bases. Question answering in-
volves understanding the semantics and context of the question, searching for relevant
information, and generating accurate responses.

9. Language Understanding: NLP models aim to understand the semantics, context,
and intent behind natural language expressions. Language understanding involves tasks
such as text comprehension, semantic analysis, and context modeling, enabling ma-
chines to interpret human communication more effectively.

10. Dialog Systems: NLP-powered conversational agents interact with users in natural
language, providing assistance, answering queries, and engaging in dialogue across vari-
ous domains. Dialog systems leverage techniques such as natural language understand-
ing (NLU) and natural language generation (NLG) to enable seamless communication
between humans and machines.

Univ-Mascara/Computer Science: 2024 14



Arabic Machine Translation

Natural Language Processing (NLP) emerges as a transformative force, enriching our lives
by bridging the gap between human language and computing systems. This remarkable
technology enables machines to comprehend, interpret, and generate human language, revo-
lutionizing how we interact with technology. Through NLP, machines can analyze vast vol-
umes of textual data from diverse sources such as social media, news articles, and customer
reviews, extracting meaningful insights that shape various aspects of our lives. From facil-
itating accurate language translation and sentiment analysis to powering virtual assistants
and chatbots, NLP permeates numerous applications, enhancing efficiency and convenience
in our daily activities. Its significance lies in its ability to decipher the intricacies of human
communication, empowering individuals and businesses alike with deeper understanding and
actionable intelligence.

2.5 Machine Translation

Machine Translation is a procedure that uses computer pieces of software to express text from
one natural language NL (SL i.e. source language) in another NL (TL i.e. target language).
In any human or automated translation process, the meaning of the source sentences must
be fully reproduced into the target translated sentences, which is only simple on the surface.

Figure 2.1: The Vauquois triangle, illustrating the foundations of machine translation.

The different approaches to MT fall into three categories: methods that depend on rules
and knowledge (linguistic-based). Approaches that are empirical and data-driven (corpus-
based); and finally, hybrid methods.

2.5.1 Linguistic Approaches

These MT approaches attempt to formalize all the necessary knowledge required for trans-
lation, using expert methods. The "Vauquois triangle" presented in Figure 2.1 is a generic
representation of these techniques.
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2.5.1.1 Direct Approach

or Direct MT (DMT) is, the simplest MT approach. It operates at the word level, i.e. the
words’ translation is done word by word, just, as a dictionary does, and generally without
much correspondence of their meaning [41].

2.5.1.2 Rule-based MT

(RBMT) uses linguistic knowledge of source and target languages fundamentally collected
from (bilingual) dictionaries and grammars encompassing the principal morphological, syn-
tactic and/or semantic rules of each language respectively [41]. RBMT approach suffers from
the impossibility of writing all the rules of all the languages, because this task requires large
and important linguistic knowledge.

2.5.1.3 Interlingual MT

The term "Interlingua" refers to a language that serves as a bridge between two languages.
In this method, SL is turned into an assistant/mediator language (representation) which is
independent of the languages concerned by the translation. This auxiliary form is then used
to specify the TL’s translated verse. This approach focuses on a single representation for
different languages [42].

2.5.1.4 Transfer-based MT

(TBMT) is similar to Interlingual-MT in that it generates a translation from an intermediate
structure that mimics the original sentence’s meaning. The source text is translated into
a less language-specific intermediate representation. This form is then translated into a
target language structure with a comparable structure, and the text is generated in the
target language. The source and target languages’ morphological, syntactic, and/or semantic
information is used in the transfer process. As a result, TBMT can make use of knowledge
of both the source and target languages. [43].

2.5.2 Corpus Approaches

Corpus techniques use empirical methods to ensure that all linguistic knowledge is learned
empirically and automatically from corpora, which are collections of parallel datasets of
source and target phrases that are translated to each other.
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2.5.2.1 Example-based MT

The main idea behind (EBMT) is analogy [44]. The primary concept is to build new trans-
lations on top of current examples. Bilingual parallel corpora containing sentence pairs are
used to train EBMT systems. It’s used to translate similar-sounding sentences by looking
for the closest source example to the source word or phrase in parallel corpora. Nagao has
appropriately classified this procedure into three steps [44]:

• Fragments are matched against a database of real examples.

• Identifying the translation fragments that correlate (Alignment)

• Putting these together to create the target text

2.5.2.2 Statistical MT

(SMT) generates translation hypotheses in a target language t based on a sentence in a source
language s with the highest conditional probability P (t|s) [45, 46]. The translation direction
will be inverted to a translation model (TM) P (s|t) and a language model (LM) P (t) will
be included by applying the Bayes rule. The following equation (2.1) is used to optimize the
likelihood of the best translation:

tbest = argtmax(P (t|s)) = argtmax(P (s|t)× P (t)) (2.1)

where P (s|t) is the TM and P (t) is the LM.

Figure 2.2: Example of the Statistical Machine Translation approach

SMT requires a language model, a translation model, and a decoding method in general.
The TM, on the one hand, assures that the target hypothesis created matches the source
sentence. The LM, on the other hand, ensures that the output is grammatically correct
(Figure 2.2).
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2.5.2.3 Neural MT

Neural Machine Translation (NMT) is fundamentally a corpus-based approach, relying heav-
ily on large datasets of parallel texts for training. The details of this methodology, including
the basics, training, and evaluation of the models, will be thoroughly explored in the next
chapter.

2.6 Evaluation

In the realm of design science research, evaluation plays a pivotal role in gauging the efficacy of
machine translation outputs and discerning between various translation methodologies. The
assessment of quality is imperative for monitoring progress, ideally culminating in a singular
metric. However, the formulation of such a metric remains an ongoing research endeavour
[47]. Despite this, certain best practices have emerged, and there is generally widespread
agreement on how to measure quality improvements. Both human and automatic evaluation
methods are available, with human evaluation often considered more accurate, given that
translations are ultimately intended for human consumption. Nonetheless, conducting hu-
man evaluations can be resource-intensive and time-consuming, making them feasible only
for comparing a limited number of variant systems. Consequently, automated metrics are
frequently utilized due to their ability to rapidly assess system enhancements and serve as a
loss function for model training.

2.6.1 Human Evaluation

Human evaluation can be considered the most common method of judging and measuring
translation quality. The linguistics and translation experts can judge the quality of a trans-
lation system output from two corners:

• Fluency: The level of smoothness and coherence of the translated text to target lan-
guage norms, such as grammaticality, intelligibility and clarity. When annotating flu-
ency, the evaluators (fluent only in the target language) have access to only the trans-
lation being evaluated and not the source text which is not relevant to the fluency
assesment.

• Adequacy: Also known as accuracy. It stands for the correspondence of the target
text to the source text, including the expressive means in translation, and how well the
target text represents the informational content of the source text. In this case, the
bilingual evaluators (in both the source and target languages) have access to the source
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text and translations being evaluated and habitually, they take into consideration the
context of the sentence.

The fluency and adequacy are usually measured on a 5-point scale, as presented in the
following table 2.4 [48].

Adequacy
1 2 3 4 5

None Little meaning Much meaning Most meaning All meaning

Fluency
1 2 3 4 5

Incomprehensible Disfluent language Non-native language Good language Flawless language

Table 2.4: Numeric scale for adequacy and fluency evaluation.

Human evaluation is intrinsically subjective and expensive in time and money. To reduce
the problem of subjectivity, more experts are usually invited to evaluate the same translations
in the ES, and their assessments are, eventually, justified statistically.

2.6.2 Automatic Evaluation

Generally, translation evaluation methods are based on counting word- and/or sentence-
based errors likely to be identified automatically. Correlation with human evaluation is the
measure of evaluation for metrics. Different metrics are used in MT evaluation: BLEU,
COMET, ChrF, NIST, METEOR, TER, LEPOR and many others. All of these metrics
require reference translations because they confront the MT output sentences with reference
translations and produce comparison scores.

2.6.2.1 BLEU

BLEU metric [49] is one of the first and most used metrics to return high correlation with
human evaluation of quality. It measures the overlap of single words (unigrams) and n-
grams between MT output and reference translations. BLEU operates by not only counting
matching words between the translation and reference but also accounting for n-gram align-
ments. This approach values proper word sequencing, enhancing the chances of aligning word
pairs (bigrams) or longer sequences like trigrams or 4-grams. Additionally, multiple reference
translations can be employed to assess the presence of n-gram matches across variations. The
BLEU score of a machine-translated output relies on the adjusted n-gram precision along
with a brevity penalty. Essentially, precision measures the proportion of n-grams in the
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machine translation output that align with the reference translation. BLEU scores are cal-
culated across an entire test set, typically with one or more reference translations. However,
it’s uncommon in practice to utilize multiple reference translations.

BLEU = BP ∗ exp
N∑

n=1
log

matching_i_grams

total_i_grams
(2.2)

The brevity penalty (BP) in Equation 2.2, which penalizes shorter output, is expressed as:

BP = min(1,
output_length

reference_length
).

BLEU suffers from notable drawbacks, one of which is its stringent nature. For instance,
it incorporates trigram or 4-gram precision in its calculation. However, a translated sentence
might lack any trigram or 4-gram matches with the reference translation, leading to a BLEU
score of zero.

2.6.2.2 ChrF

While metrics like BLEU score traditionally emphasize word-level similarity between trans-
lated text and a reference translation, this approach can pose challenges for languages with
intricate morphology, where a single word in the source language may translate into mul-
tiple words in the target language, such as Arabic. To address this limitation, researchers
introduced ChrF (CHaRacter-level F-score) [50] as an alternative metric.

ChrF operates at the level of character n-grams rather than word n-grams. It computes the
F-score, a harmonic mean of precision and recall, for matching character sequences between
the translated text and the reference translation. This focus on character-level matches
enables ChrF to capture semantic equivalence even when word-level order or morphology
differs.

ChrF presents several advantages over word-level metrics.

• Firstly, it proves particularly effective for assessing translations involving languages
with complex morphology.

• Secondly, it is less susceptible to issues stemming from variations in word order within
the translated text.

• Additionally, ChrF can be combined with word-level n-gram metrics to furnish a more
comprehensive evaluation, leveraging the strengths of both approaches.

Nevertheless, ChrF also exhibits limitations. As it concentrates solely on character se-
quences, it may not consistently account for overall fluency or grammatical accuracy in the
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translated text. Furthermore, the selection of the n-gram size can influence the score, posing
challenges in determining the optimal value.

In conclusion, ChrF offers a valuable means of appraising machine translation quality,
especially for languages characterized by intricate morphology. Its focus on character-level
matches affords a more nuanced evaluation of semantic equivalence compared to word-level
metrics. Nonetheless, it is essential to acknowledge ChrF’s limitations, such as its potential
oversight of fluency and the impact of n-gram selection. By integrating ChrF with other eval-
uation metrics, researchers and developers can attain a more comprehensive understanding
of machine translation quality.

2.6.2.3 COMET

COMET score [51] employs a supervised learning approach, trained on datasets where human
evaluators have assessed machine translations across various quality dimensions beyond literal
similarity. These encompass fluency, semantic adequacy (maintaining original meaning), and
even stylistic elements or sentiment. By analyzing these human assessments, COMET learns
to recognize the characteristics of high-quality translations.

Once trained, COMET can assess new machine translations by analyzing the translated
text against the source text. By detecting the presence of qualities deemed important by
human evaluators, COMET assigns a score to the translation. A higher COMET score
indicates a translation more likely to be perceived as high-quality by humans.

COMET represents a significant advancement beyond traditional metrics, such as the
BLEU score, which focus solely on n-gram overlap. By integrating insights from human
evaluation, COMET offers a more holistic evaluation of translation quality. This positions
it as a valuable tool for researchers and developers striving to refine machine translation
systems toward producing translations equivalent to those generated by humans. However,
it is important to recognize that COMET is still in development. The quality of its evaluation
depends on the training data utilized, and any biases or limitations within this data may be
reflected in the assigned scores. Furthermore, like all automated metrics, COMET cannot
perfectly replicate the complexities of human judgment.

In summary, COMET marks a significant advancement in machine translation evaluation.
By incorporating insights from human evaluation, it provides a more nuanced assessment of
translation quality.
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2.7 Related Work

The main focus of AMT (Arabic Machine Translation) research initially was on translating
from Modern Standard Arabic (MSA) to English, with significantly less emphasis on the
reverse direction, from English to Arabic, and even fewer efforts dedicated to translations
between Arabic and other languages. The first direct-based machine translation system from
English to Arabic was developed by Weidner Communication Inc. In 1990, Apptek intro-
duced ArabTrans MT, a tool for translating from English to Arabic. Additionally, products
like Al-Mutarjim Al-Araby, Al-Alamiyah, and Al-Nakheel were capable of translating be-
tween French and Arabic as well as English and Arabic. A critical challenge in using the
Interlingua approach for AMT is the construction of representations that resolve ambiguity
and accurately reflect the semantic structure of the language. There have been limited stud-
ies that have developed and assessed models using this method. Table 2.5 summarizes the
surveyed AMT research studies.

Year Research SL-TLa Method Score
Linguistic-based AMT researches

Direct-based AMT
2005 Al-Taani & Hailat [52] En→Ar - 57.3%
2007 Ittycheriah & Roukos [53] Ar→En Word alignment Bl 51.27
Rule-based AMT
1995 Mankai & Mili [54] Ar→En/Fr -
2008 Salem et al. [55] Ar→En -
2008 Nguyen & Vogel [56] Ar→En - 56.03
2008 Samy & Ar-Sp-En -

González-Ledesma [57] -
2008 AbuShuqier & Sembok [58] En→Ar - 96.1%
2009 Elming & Habash [59] En→Ar -
2009 Besançon et al. [60] En/Fr→Ar -
2012 Salloum & Habash [61] DA→MSA -
2020 Sghaier & Zrigui [62] DA→MSA - Bl 55.22
Interlingua-based AMT
2002 Soudi et al. [63] En→Ar -
2006 Shaalan et al. [64] En→Ar -
2008 Bouillon et al. [65] Jp↔Ar -
2014 Al Ansary [66] En→Ar Universal Networking Language
Transfer-based AMT
2002 Attia [67] En→Ar Agreement features
2004 Shaalan et al. [68] En→Ar - 92%
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Year Research SL-TLa Method Score
2010 Shirko et al. [69] Ar→En - 94.6%
2010 Shaalan et al. [70] En↔Ar - 0.450/0.458
2011 Hatem et al. [71] En→Ar Morphological analysis

Corpus-based AMT researches
Example-based AMT
2002 Guidere [72] Fr-Ar -
2011 Bar & Dershowitz [73] Ar→En Verb paraphrases 23.98
2012 Bar & Dershowitz [74] Ar→En Semantic equivalents
2012 Cavalli-Sforza & Phillips [75] Ar→En Morphological analysis
2014 El-Shishtawy En→Ar Template-based syntactic

& El-Sammak [76] matching
Statistical-based AMT
2006 Hasan et al. [77] Ar→Fr Pre-/Post-processing 40.8%
2007 Diab et al. [78] Ar→En Pre-/Post-processing 45.38%
2007 Sarikaya & Deng [79] En→Ar POS tagb/CDWd +0.3
2009 Badr et al. [80] En→Ar Syntactic phrase reordering Bl 32.46
2009 Habash & Hu [81] Ar→En→Cn MT Evaluation Bl +1.1
2010 Carpuat et al. [82] Ar→En Word reordering Bl 51.70
2010 Ghurab et al. [83] Ar↔Cn - 0.805/0.696
2010 Bisazza and Federico [84] Ar→En Word reordering 48.96
2017 Durrani et al. [85] Ar↔En MT Evaluation Bl +4
2017 Mallek et al. [86] Ar↔En Pre- processing Bl 10.98
2017 Ebrahim et al. [87] En→Ar MWE Detection 19.31/19.22
2019 Aqlan et al. [88] Ar→Cn Morpho/Vocab/POS tag Bl 19.40

Hybrid AMT
2004 Alsharaf et al. [89] Fr→Ar Direct+Transfer+Pivot+SMT
2008 Toutanova et al. [90] En→Ar Inflection prediction models Bl 36.92

+ SMT
2008 Hatem & Nassar [91] En→Ar Rule-based + Example-based 68%
2009 Matusov et al. [92] Ar→En Multi-engine (5 MT systems)
2009 Habash et al. [93] Ar→En SMT + Rule-based Bl 0.4162
2010 Al Dam & Guessoum [94] En→Ar Transfer-based + ANN 56%
2010 Sawaf [95] DA→MSA Rule-based+SMT 42.1%
2011 Alawneh & Sembok [96] En→Ar Rule-based + Example-based
2012 Shaalan & Hany [97] Ar→En Rule-based + Example-based WER 88%
2014 Akeel & Mishra [98] En→Ar Rule-based + ANN 0.6
2015 Mohamed & Sadat [99] Ar→Fr Morphological rule + SMT 34.7%
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Year Research SL-TLa Method Score
2015 Zantout & Guessoum [100] Ar→En Transfer-based + ANN 64.50%
aSource language-Target language bPart Of Speech Tagging
cContext Dependent Words

Table 2.5: Linguistic-, Corpus-based and Hybrid AMT researches

2.8 Summary

In conclusion, this chapter has delved into the multifaceted challenges and intricacies sur-
rounding Arabic language processing, with a specific focus on machine translation (MT).
We have explored the intricate aspects of Arabic, ranging from its morphology and syntax
to its diverse array of dialects, all of which present formidable hurdles for natural language
processing (NLP) and MT systems alike. Additionally, we have scrutinized the influence of
social media on Arabic NLP and MT, taking into account the unique linguistic characteristics
and informal language usage prevalent on online platforms.

Our examination has encompassed both linguistic and corpus-based approaches to Arabic
MT, underscoring the necessity of tailored resources and datasets to capture the language’s
nuances effectively. Moreover, we have delved into various MT evaluation methods, encom-
passing both human and automatic assessment techniques.

Lastly, we have surveyed the related work in the field, providing insights into recent
advancements, methodologies, and the challenges encountered in Arabic language MT re-
search, thus offering valuable perspectives on the current landscape and future trajectories
of the field.
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Chapter 3

Neural Networks and Machine
Translation

3.1 Overview

In this chapter, we embark on an in-depth exploration of neural networks, pivotal to under-
standing the intricate workings of machine translation. Beginning with a thorough examina-
tion of the foundational feed-forward networks (FFNs), recurrent neural networks (RNNs),
long short-term memory networks (LSTMs), and gated recurrent units (GRUs), we lay the
groundwork for comprehending the neural machine translation (NMT) process.

We delve into the nuances of training NMT models, and the decoding phase, where trained
models generate translations from input sequences. Finally, we conducted a comprehensive
survey of recent advancements and methodologies in neural machine translation research,
with a focus on exploring related works specifically dedicated to the Arabic language context.

3.2 Neural Networks

Neural networks are the foundational computational mechanisms driving Neural Machine
Translation, employing complex algorithms to mimic human language understanding and
generation. At the core of these networks is the node, or processing unit, which functions
similarly to neurons in the human brain. Each node is designed to receive inputs—typically
a vector of real-valued numbers—process these inputs through a series of mathematical op-
erations, including weighted sums and activation functions, and then produce an output that
can be passed on to subsequent layers or nodes in the network. The following subsections
will delve into the different types of neural networks, beginning with the simplest form: the
feed-forward neural network.
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3.2.1 Feed-Forward Neural Networks

A feed-forward neural network is a basic type of neural network where information moves in
one direction from the input to the output layer without any loops or cycles back to previous
layers. Outputs from each node are forwarded upwards to the subsequent layer without any
feedback to lower levels. An illustration, referred to as Figure 3.1, shows a FFN consisting
of two layers. These networks are composed of three distinct types of nodes: input, hidden,
and output. The input nodes receive individual scalar values, and notably, among these
input nodes is a constant bias node, labeled x0, which is always set to the value of 1. In
the hidden layer, nodes calculate a weighted sum of their inputs and then apply a nonlinear
function to this sum to determine their output. In a standard neural network structure, every

Figure 3.1: A feed-forward network consisting of two layers includes an input layer x, a
hidden layer h, and an output layer y.

layer is comprehensively interconnected, allowing nodes to receive inputs from all nodes in
the preceding layer. These networks are characterized by their depth, with numerous layers
contributing to their complexity. Hidden nodes within these layers act as automatic feature
detectors, eliminating the need for manual feature identification by learning to recognize
relevant patterns in the input data through training. Each hidden node is defined by its
parameters, including a weight vector and a bias term. The parameters for the entire hidden
layer are aggregated into a weight matrix U , where each weight ujk in U corresponds to the
connection strength from the kth input node xk to the jth hidden node hj, and a bias vector
that applies to the entire layer.

A notable feature of neural networks is the incorporation of non-linear activation func-
tions, with the rectified linear unit (ReLU) standing out for its simplicity and widespread
usage. ReLU is particularly efficient to compute, as depicted in Figure 3.2 (a). This function
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returns the value of z when z is greater than 0 and returns 0 when z is less or equal to 0.
The sigmoid (or logistic) function, another frequently utilized activation function, has been

Figure 3.2: Common activation functions utilized in neural networks.

illustrated in Figure 3.2 (b). An activation function similar to the sigmoid but more widely
employed is the hyperbolic tangent (tanh), depicted in Figure 3.2 (c).

The computation of the hidden layer in the basic feed-forward network can be performed
efficiently using straightforward matrix operations, involving three main steps:

• The multiplication of the weight matrix by the input vector x,

• Addition of the bias vector, and

• Application of the activation function f , such as ReLU , sigmoid, or tanh.

Hence, the neural network depicted in Figure 3.1 can be expressed mathematically as follows:

• A set of input nodes represented by the vector x = (x1, x2, x3, ..., xn)T ;

• A set of hidden nodes represented by the vector h = (h1, h2, h3, ..., hl)T ;

• A set of output nodes represented by the vector y = (y1, y2, y3, ..., ym)T ;

• A weight matrix connecting input nodes to hidden nodes denoted by U = ujk;

• A weight matrix connecting hidden nodes to output nodes denoted by W = wij.

The computation of the hidden layer output, represented by the vector h, is performed
according to Equation 3.1, incorporating the activation function f .

hj = f(
∑

k

ujkxk) (3.1)

The value h obtained serves as a representation of the input. Subsequently, the output
layer’s function is to utilize this revised representation h and calculate a conclusive output,
as described in Equation 3.2.

yi =
∑

j

wijhj (3.2)
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In numerous instances, this output may initially be a real-valued number; however, it is
often transformed into a probability distribution using a softmax function. For a vector y

with a dimensionality of d, the softmax function is defined as shown in Equation 3.3, where
1 ≤ i ≤ d.

softmax(yi) = eyi∑
j eyj

(3.3)

The softmax function operates on a vector y = [y1, y2, y3, ..., ym] of arbitrary values, trans-
forming them into a probability distribution where each value falls within the range of (0, 1)
and the sum of all values equals one.

3.2.2 Recurrent Neural Networks

A neural network containing a cycle inside its network connections is called a recurrent neural
network (RNN). Its preceding outputs directly or indirectly influence the value of a node.
Figure 3.3 illustrates the structure of a simple RNN based on [101]. Similar to conventional
FFNs, the values for a layer of hidden nodes are calculated by multiplying an input vector
representing the current input, x, by a weight matrix and then passing the result through
a non-linear activation function. The associated output, y, is then determined using the
hidden layer, which comprises the hidden nodes. The context layer is where it differs from a
FFN the most. It keeps the previous values and sends them to the appropriate nodes in the
hidden layer. This layer uses the hidden layer’s value from the previous time step as input
to the computation at the hidden layer.

Figure 3.3: A basic recurrent neural network.
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3.2.2.1 Stacked Recurrent Neural Networks

Stacked recurrent neural networks (RNNs) consist of multiple layers, where the output of
one layer serves as the input to the next layer. Information flows from lower layers to higher
layers, and the final output is generated by the top layer. Stacked RNNs have shown improved
performance in neural MT compared to single-layer networks [102]. This improvement can be
attributed to the network’s ability to create representations at different levels of abstraction
across the layers. However, the optimal number of stacked RNNs depends on the availability
of training data. While abundant data can lead to better generalization, limited data may
result in overfitting [14]. Moreover, increasing the number of stacked layers escalates the
training costs.

3.2.2.2 Bidirectional Recurrent Neural Networks

In recurrent networks, the hidden state at any given time encapsulates all information about
the sequence up to that point, serving as the left context for the current input. In neural
machine translation (NMT), having access to the entire input sequence simultaneously sug-
gests the importance of utilizing the context to the right of the input. Training an RNN in
reverse on the input sequence is one approach to retain this information. Combining the for-
ward and backward networks results in a bidirectional RNN, where two independent RNNs
process input from start to finish and finish to start, respectively [103]. The outputs of both
networks are then merged to create a unified representation incorporating both left and right
input contexts at each time step. Methods such as concatenation, element-wise operations,
or averaging can be employed to combine the outputs of the forward and backward passes.
This ensures that the information on both sides of the current input is captured in the output
at each time step. Figure 3.4 illustrates the conventional RNN structure alongside the BRNN
architecture over a timeline. In the RNN, only a forward hidden layer is present, whereas in
the BRNN, both forward and backward hidden layers are depicted.

3.2.3 Long Short-Term Memory

One of the main limitations of RNNs in machine translation is their difficulty in handling long-
distance dependencies. Distant words play a crucial role in translation tasks, as demonstrated
in the following example:

The lengthy sentence composed of numerous words spanning multiple lines
still poses significant challenges for MT.
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Figure 3.4: Architecture of RNN and BRNN shown over a period of time.

In this example, the verb poses depends on the subject sentence, which is separated by a
long subordinate clause.

While RNNs can access preceding sequences, the knowledge retained in hidden states
tends to be relatively localized. Consequently, more complex network structures have been
developed to address the difficulty of maintaining context over extended periods. It is essen-
tial for the network to discard irrelevant information while retaining data crucial for future
decision-making. Long Short-Term Memory (LSTM) and Gated Recurrent Units (GRUs)
are the predominant approaches employed to achieve this objective.

LSTM networks, introduced by [104], address the challenge of managing context by di-
viding it into two sub-problems: removing unnecessary information and incorporating data
crucial for future decisions. Unlike incorporating a fixed strategy into the architecture, the
key lies in learning to handle context dynamically. LSTMs accomplish this by expanding the
architecture with an explicit context layer and employing specialized neural units with gates
to control the flow of information within the network layers. These gates utilize additional
weights to sequentially process input, previous hidden layers, and previous context layers.

3.2.4 Gated Recurrent Units

GRU, akin to LSTM but with fewer parameters, offers the advantage of reduced training costs
by requiring fewer parameters. This reduction in parameters is achieved by eliminating the
need for a separate context vector and reducing the number of gates, thereby alleviating the
computational burden compared to LSTM. Both GRU and LSTM employ sigmoid functions
in their gates to either allow information with values close to one to pass through or block
information with values close to zero.
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In contrast to simple FFNs, LSTMs and GRUs feature more complex neural nodes, as
depicted in Figure 3.5, with inputs and outputs connected to each node type. The additional
complexity within LSTM and GRU nodes is primarily contained within the nodes themselves.
The only external complexity introduced by LSTM, beyond the basic recurrent node, is the
availability of the other context vector as an input and output. Conversely, GRU nodes
exhibit similar input and output architecture to the simple recurrent node.

Figure 3.5: Diagram illustrating the network structure of LSTM in the first panel (a) and
GRU in the second panel (b)

3.3 Neural Machine Translation

The standard architecture for Neural Machine Translation (NMT) is the encoder-decoder
network. This architecture operates on the fundamental principle of employing an encoder
network to convert a sequence of words from the source language sentence into a contextual
representation. Subsequently, a decoder utilizes this representation to generate an output
sequence, essentially providing a plausible translation into the target language. Figure 3.6
illustrates the encoder-decoder architecture at its most abstract level, comprising three key
components: an encoder, context, and decoder. The encoder takes in a source language
sentence as an input sequence of words, x1, x2, ..., xm, and produces a corresponding sequence
of contextualized representations known as a context vector. This context vector captures
the essence of the input and serves as input to the decoder. Finally, the decoder utilizes the
context vector to generate the most probable translation as a sequence of words, y1, y2, ..., yn.
Encoders and decoders can be implemented using either RNNs or Transformers.

Figure 2.7 illustrates a simplified version of the RNN-based encoder-decoder architecture.
The encoder processes the input sequence x with the objective of generating a representation
of the input. This representation is captured in the final hidden state of the encoder, repre-
sented as he

n. Subsequently, this context representation, denoted as c, is transferred to the
decoder. Upon receiving this state, the decoder utilizes it to initialize its initial hidden state.
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Figure 3.6: Basic Encoder-Decoder architecture

The first decoder cell employs c as its initial hidden state, hd
0, and proceeds to generate a

sequence of outputs iteratively, one element at a time, until an end-of-word marker, </s>,
is produced. Consequently, each hidden state is dependent on the preceding hidden state
and the output generated in the preceding state. The embedding layer is composed of word
embeddings, which adhere to the notion that semantically related words in similar contexts
should possess similar representations. Ultimately, the output y at each time step involves a
softmax computation over the vocabulary, V . The most probable output at each time step
can be determined by computing the argmax over the softmax output as per Equation 3.4.
Although Figure 3.7 illustrates a single network layer, stacked and bi-directional networks
are typically employed for both the encoder and decoder in practical implementations.

ŷt = argmaxw∈V P (w|x, y1, ..., yt−1) (3.4)

A significant drawback of this architecture lies in its inability to evenly represent in-
formation from the beginning of a sentence, particularly evident in lengthy sentences. To
address this issue, the attention mechanism emerges as a solution. It enables the decoder to
access information from all the hidden states of the encoder, rather than solely relying on
the last hidden state. The concept behind the attention mechanism is to create a singular
context vector, denoted as c, by computing a weighted sum of all the encoder’s hidden states.
These weights concentrate on a specific segment of the source text pertinent to the token
generated by the decoder. Notably, the context vector produced by the attention mechanism
is dynamic, varying for each decoded token. By introducing the attention mechanism, the
static context vector is replaced with ci a dynamically derived counterpart from the encoder’s
hidden states at each decoding step i, ensuring comprehensive consideration of all encoder
states.
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Figure 3.7: The basic RNN-based encoder-decoder architecture.

3.3.1 Training Neural Machine Translation Models

Neural Machine Translation (NMT) operates within a supervised machine learning frame-
work, where the correct output, denoted as y, is known for each input observation, x. The
system’s output, represented as ŷ, serves as an estimate of the actual y. During the training
phase, the objective is to adjust the parameters within each layer so that ŷ closely resembles
y for every training instance. To accomplish this, a loss function is employed to quantify
the disparity between the system’s output and the actual output. The optimization process,
typically facilitated by the gradient descent algorithm, seeks to minimize this loss function
by adjusting the parameters. Gradient descent utilizes the gradient of the loss function,
computed as the partial derivative of the loss function with respect to each parameter, to
iteratively update the model’s parameters. However, in the realm of neural networks, charac-
terized by numerous layers and millions of parameters, computing the partial derivative of a
weight in one layer concerning the loss associated with another layer necessitates employing
techniques such as error back-propagation or reverse differentiation. These methodologies
are crucial for efficiently navigating the complex landscape of neural network optimization.

Moreover, NMT models undergo end-to-end training, where each training instance com-
prises a pair of sentences, one in the source language and the other in the target language.
These sentence pairs are concatenated with a designated separator token, <s>, to form the
training data. Typically, this training data is sourced from established datasets containing
aligned pairs of sentences, known as parallel corpora. Optimization within the NMT frame-
work is characterized by a non-convex problem landscape. Nevertheless, there exist several
best practices for effectively training NMT models. For instance, it is advisable to initialize
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the model weights with small random numbers and to employ random seeds for reproducibil-
ity. Additionally, normalizing the input values to have zero mean and unit variance can be
beneficial in enhancing training stability and convergence.

NMT model training involves multiple epochs, representing complete iterations over the
training data. Typically, as training progresses, the error on the training set steadily de-
creases. However, a key challenge arises when the model starts to overfit, meaning it memo-
rizes the training data excessively without generalizing well to unseen examples. To diagnose
overfitting, a separate set of examples known as the development (or validation) set is used,
which is not involved in the training process. Monitoring the error on this development
set over the course of training reveals a point where the error begins to increase, indicating
overfitting. In theory, training should halt when the minimum error on the development
set is reached. However, in practice, this is more nuanced for NMT models due to the
non-deterministic nature of training and the lack of clear convergence or overfitting points,
particularly with sizable datasets. While some studies suggest stopping criteria based on
approximate training durations or a fixed number of epochs, most NMT research does not
specify precise stopping conditions. To mitigate overfitting, various regularization techniques
are employed, such as dropout, which randomly disables some nodes and connections during
training.

In addition to regularization, hyperparameter tuning plays a crucial role in NMT ar-
chitecture design. These hyperparameters, which include the learning rate, mini-batch size,
number of layers, hidden nodes per layer, and activation functions, are chosen by the architect
to optimize model performance.

3.3.2 Decoding

The decoding (inference) algorithm employed to generate translations (as illustrated in the
Figure 3.7) faces a challenge. Opting for the single most probable word at each step implies
a 1-best greedy search, where a greedy algorithm makes locally optimal decisions. However,
there are instances where following a sequence of words leads to the realization that an earlier
mistake was made. In such cases, the best sequence may initially comprise less probable words
that are refined by subsequent words in the context of the entire output. For instance, when
translating an idiomatic expression, the initial words chosen may seem unusual (e.g., "take
your hat off " for "respect, admire, or congratulate someone").

In NMT decoding, the predominant method employed is known as beam search. Unlike
selecting the best word at each step, beam search maintains k possible words, where k denotes
the beam size or beam width. Initially, a softmax is computed over the entire vocabulary
to assign probabilities to each word. From this softmax output, the k-best candidates are
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Figure 3.8: Beam search decoding with a beam size of six.

selected, forming hypotheses. Each hypothesis represents an initial output sequence along
with its probability. These top k hypotheses are progressively expanded by passing them
through different decoders in subsequent steps. At each decoder, a softmax is generated
over the entire vocabulary to determine the next word for each hypothesis. Subsequently,
each of the k ∗ V potential sequences is scored based on the product of the current word’s
probability and the path leading to it. These hypotheses are then pruned down to the k

best ones to ensure there are never more than k hypotheses at any given time. This iterative
process continues until a complete translation candidate marked by "</s>" is generated,
signifying the end of a hypothesis. The finished hypothesis is then removed, and the beam
size is reduced by one. This search persists until the beam size diminishes to zero, resulting
in k hypotheses. The best translation is determined from the complete hypothesis with the
highest score. Figure 3.8 illustrates this process using a beam size of six. When evaluating
the top paths, we assess each based on the product of their word prediction probabilities.
In practical applications, we tend to achieve improved outcomes by normalizing the score
according to the length of the translation produced, which involves dividing the score by the
number of words. This normalization process occurs after the search is finalized.

3.4 Related Work

In the recent years, Research in AMT has predominantly centered on Neural MT, targeting
translation from Arabic to English and various other languages. Neural machine translation,
in particular, has become a compelling substitute for phrase-based Statistical Machine Trans-
lation (SMT), especially for the Arabic language. Numerous studies are currently focusing
on the translation between Dialectal Arabic and Modern Standard Arabic (MSA) in low-
resource settings, both from Dialectal Arabic to MSA and vice versa. Table 3.1 summarizes
the surveyed Neural-based AMT research studies.
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Table 3.1: Neural-based AMT researches

Year Research SL-TLa Method Score
Neural-based AMT
2016 Almahairi et al. [105] Ar↔En MT Evaluation 49.7/33.62
2016 Guzmán et al. [106] En→Ar Morpho-syntactic analysis +75%
2017 Belinkov et al. [107] Ar↔En Morpho/Vocab/Factored NMT Bl 28.42
2017 Durrani et al. [85] Ar↔En MT Evaluation Bl +4
2017 Choi et al. [108] Kor→Ar Corpus extension Bl 27.07
2018 Almansor & Al-Ani [22] Ar→En Low-resource Bl +10
2018 Shapiro & Duh [109] Ar→En Morpho/Vocab/Factored NMT Bl 29.10
2018 Alrajeh [110] Ar→En MT Evaluation Bl +13
2018 Alkhatib & Shaalan [111] Ar↔En Paraphrasing model 86.9%/94.1%
2018 Baniata et al. [112] DA→MSA Multitask Learning 0.41/0.30
2019 Aqlan et al. [113] Ar→Cn Pre-/Post-processing Bl 24.66
2019 Oudah et al. [114] Ar→En Pre-/Post-processing 55.64/53.54
2019 Hadj Ameur et al. [115] Ar↔En Pre-/Post-processing 29.76/20.41
2019 Gashaw & Shashirekha [116] Amh→Ar MT Evaluation Bl 12
2020 Ji et al. [117] →Ar Multilingual/Low-resource 25.49
2021 Bensalah et al. [118] Ar→En Pre-processing/MT Evaluation 41.87%
2021 Berrichi & Mazroui [119] Ar↔En Morpho/Vocab/Factored NMT Bl 33.02
2021 Moukafih et al. [120] DA↔Ar Multi-Task learning/MT Eval Bl 35.06
2021 Nagoudi et al. [121] DA→En Pre-processing/MT Evaluation Bl 25.72
2021 Stergiadis et al. [122] Ar→En Multidimensional Tagging Bl 50.84
2022 Bensalah et al. [123] Ar→En MT Evaluation Bl 0.575
2022 Slim et al. [124] DA→MSA Transductive transfer learning Bl 35.87
2022 Gaser et al. [125] DA→En Segmentation chrF2 51.3
2022 Nagoudi et al. [126] 20 lang→Ar Multi-lingual model Bl 32.07
2022 Hameed et al. [127] Ru→Ar MT Evaluation 51.57%
2022 Baniata et al. [128] DA→Ar RPEb+sub-word Bl 66.87
aSource language-Target language bReverse Positional Encoding

3.5 Summary

In this chapter, we embarked on a comprehensive exploration of neural networks, particularly
focusing on feedforward networks (FFN), recurrent neural networks (RNN), long short-term
memory networks (LSTM), and gated recurrent units (GRU). These architectures lay the
foundation for understanding the mechanisms behind neural machine translation (NMT).
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We delved into the intricacies of training NMT modelsand the decoding phase, where
the trained models generate translations from input sequences. Finally, we delved into re-
lated works in the field, dedicating special attention to advancements, methodologies, and
challenges specific to neural machine translation in the context of the Arabic language.
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Chapter 4

Large Language Models

4.1 Overview

This chapter provides an in-depth exploration into the transformative landscape of large
language models (LLMs) and their pivotal role in revolutionizing natural language processing
(NLP) and machine translation (MT).

We begin by delving into the foundational architecture of LLMs, notably Transformers,
BERT, and GPT, which have reshaped the understanding of linguistic patterns and rela-
tionships. Within this context, we examine how LLMs, particularly BERT and GPT, have
evolved to address bidirectional context understanding and generative text tasks, respectively.

Furthermore, we explore the application of LLMs in MT, showcasing variants like BERT,
T5, and ChatGPT, which demonstrate promising potential in overcoming language barriers
and enhancing translation accuracy.

Following this exploration, we present a comprehensive section on related work, offering
insights into the latest research and advancements in the field of LLM-based MT.

4.2 Transformers

While LSTMs and GRUs alleviate the issue of losing distant information inherent in simple
RNNs, they are unable to leverage parallel computing resources due to their sequential nature.
This limitation is addressed by Transformers, as introduced by [1]. Transformers revolutionize
sequence processing by completely replacing RNNs. They operate by mapping sequences of
input vectors (x1, x2, ..., xm) to sequences of output vectors (y1, y2, ..., yn) through stacks of
network layers featuring customized connections of basic feed-forward networks and self-
attentions. Unlike RNNs, Transformers enable the extraction and utilization of information
from broader contexts through self-attention mechanisms, without the need for recurrent
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Figure 4.1: Transformer architecture adapted from [1]

intermediary connections.
The Transformer, as depicted in Figure 4.1, is a sequence-to-sequence (Seq2Seq) net-

work that captures sequential information through stacked self-attention and cross-attention
layers. The output O of each attention sub-layer is calculated using scaled multiplicative
formulations, as defined by:

A = (QW Q)(KW K)T /
√

d; Att(Q, K, V ) = softmax(A)(V W V ) (4.1)

O = Att(Q, K, V )W O (4.2)

Where, Q = (q1, ..., qlq) ∈ Rlq×d,K = (k1, ..., klk) ∈ Rlk×d, V = (v1, ..., vlk) ∈ Rlk×d represent
matrices of query, key, and value vectors respectively. Additionally, W Q, W K , W V , and
W O ∈ Rd×d denote the associated trainable weight matrices. A signifies the affinity scores
(or attention scores) between queries and keys, while Att(Q, K, V ) represents the attention
vectors. In practical applications, multi-head attention is utilized rather than single-head
attention. Here, the hidden dimension d is divided into h segments, each processed indepen-
dently through an attention layer before being amalgamated back together. Subsequently,
the final output of a Transformer layer is determined as follows:

ϕ(A, Q) = LN(FFN(LN(O + Q)) + LN(O + Q)) (4.3)

Here, ϕ denotes the standard sequential operations of a Transformer layer incorporating
layer normalization (LN) and feed-forward (FFN) layers. The feed-forward layers essentially
consist of sequences of fully connected layers interspersed with ReLU activation, which are
applied to each token’s latent vector separately.
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Since attention layers are insensitive to order, implying that the arrangement of key
sequences doesn’t influence the outcome of a specific query, it’s crucial to introduce some
form of ordering information for the model to grasp temporal characteristics of the input.
To address this, the Transformer integrates positional encoding into the word embeddings
immediately after the embedding layer and before the initial attention layer. This positional
encoding relies on sine (Equation 4.4) and cosine (Equation 4.5) functions and is defined as
follows:

E(pos, 2i) = sin(pos/100002i/d) (4.4)

E(pos, 2i + 1) = cos(pos/100002i/d) (4.5)

Here, pos denotes the position of the word within the sequence, while i is the dimension.

4.3 Large Language Models

At the forefront of Natural Language Processing (NLP) stands a novel class of models termed
Large Language Models (LLMs). These intricate artificial neural networks undergo training
on massive volumes of textual data. Diverging from conventional NLP models tailored to spe-
cific tasks, LLMs acquire a broader comprehension of linguistic structures and correlations.
This versatility enables them to undertake a diverse array of tasks, encompassing sentiment
analysis, question answering, text summarization, and even creative writing. Notably, LLMs
have significantly propelled the field of machine translation, a critical conduit between lan-
guages. Through extensive analysis of translated text datasets, these models can grasp the
nuances inherent in different languages, yielding translations that are notably more precise
and natural compared to traditional rule-based methodologies. However, the effectiveness of
LLMs crucially depends on the caliber and extent of their training data. Greater diversity
and comprehensiveness in the dataset enhance the model’s understanding of the intricacies
of human language. This has led to the exploration of specific LLM architectures such as
BERT, mBERT, and GPT, among others, each contributing to the ongoing evolution of NLP
and machine translation through their distinctive training methods and capabilities.

4.3.1 BERT

BERT, or Bidirectional Encoder Representations from Transformers, emerged as a ground-
breaking pre-training method in the realm of Natural Language Processing (NLP). Unveiled
by [129], BERT reshaped the landscape by achieving top-tier performance across a diverse
array of NLP tasks. Its standout feature lies in its adeptness at leveraging extensive, unla-
beled text corpora during pre-training. Unlike earlier approaches that relied on task-specific
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Figure 4.2: BERT base architecture with twelve encoder blocks, adapted from [2].

labeled data, BERT follows a two-phase strategy. Initially, it undergoes pre-training on tasks
like masked language modeling and next sentence prediction, exposing it to various linguistic
structures and relationships. This equips the model with a robust grasp of word semantics
and contextual nuances, forming a strong foundation for fine-tuning on specific tasks. BERT
produces embeddings as its output, rather than predicting the next words in a sequence.
To utilize these embeddings, additional layers must be added on top, such as those for text
classification or question answering tasks.

BERT’s architectural backbone relies on the Transformer encoder (see Figure 4.1), a po-
tent neural network architecture introduced by [1]. Unlike traditional sequential models,
the Transformer enables parallel processing of entire input sentences, facilitating the capture
of long-range dependencies essential for tasks such as sentiment analysis and question an-
swering (see Figure 4.2). Notably, BERT employs a pre-trained encoder model and foregoes
the decoder component typically found in sequence-to-sequence models like those used in
machine translation. This design choice underscores BERT’s focus on comprehending text
rather than generating new sequences. A key contributor to BERT’s efficacy is the scale of
its pre-training data, drawn from vast text corpora like BookCorpus and English Wikipedia.

While BERT’s original training was centered on English, subsequent research has explored
its applicability to multilingual NLP tasks. mBERT, short for multilingual BERT, extends

Univ-Mascara/Computer Science: 2024 41



Large Language Models

the capabilities of BERT to encompass tasks spanning multiple languages. It inherits BERT’s
architecture but undergoes training on an extensive dataset containing text samples from
a staggering 104 languages. Efforts such as mBERT have demonstrated the feasibility of
fine-tuning pre-trained models across multiple languages, showcasing BERT’s potential for
cross-lingual NLP endeavors[130].

4.3.2 GPT

In contrast to BERT’s emphasis on pre-training encoders, Generative Pre-trained Trans-
former (GPT) models offer a compelling alternative for tasks involving text generation. In-
troduced by OpenAI1, GPT utilizes a decoder-based architecture derived from the Trans-
former family. This design enables GPT to excel in generating various forms of creative text,
including poems, code, scripts, musical compositions, and even realistic chat dialogues [131].

Unlike BERT, GPT is predominantly trained on a single, extensive dataset consisting
of text and code. The initial GPT model, GPT-1, was trained on a dataset compiled from
internet sources, while subsequent versions like GPT-2 and GPT-3 have utilized progressively
larger and more diverse datasets. Focusing on a single language, typically English, allows
GPT to grasp statistical patterns and sequential dependencies within the text, thereby gen-
erating text of human-like quality that can often be mistaken for content written by humans.

The fundamental architecture of GPT relies on a Transformer decoder (see Figure 4.1).
Unlike encoders that process the entire input sequence simultaneously, decoders handle the
input sequence one element (word) at a time. This iterative approach enables GPT to
predict the next word in a sequence based on previously generated words and the overall
context, making it proficient in tasks like text summarization, machine translation, and
creative writing, where generating coherent text is crucial.

In language scenarios, decoders play a crucial role in generating subsequent words, such
as in text translation or story generation, where the outputs are words with probabilities.
Decoders integrate attention mechanisms, employing them twice in their operation. Initially,
during model training, they utilize Masked Multi-Head Attention, where only the initial words
of the target sentence are revealed to prevent the model from cheating during learning. This
approach resembles the MASK concept introduced in BERT. Subsequently, decoders employ
Multi-Head Attention [133], similar to how it is utilized in the encoder. Transformer-based
models incorporating both encoders and decoders employ a technique for enhanced efficiency.
The output of the encoders serves as input to the decoders, specifically as keys and values.
Decoders can then make queries to locate the most relevant keys. This facilitates tasks such as

1https://openai.com/
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Figure 4.3: GPT-2 model architecture adapted from [132].

comprehending the original sentence’s meaning and translating it into other languages, even
when the resulting word count and order vary. Figure 4.3 illustrates the structure of GPT-2,
consisting of N Transformer decoder blocks. Each block is equipped with multi-head masked
attention, multi-layer perceptrons, normalization, and dropout layers. Residual connections
link these blocks, enhancing the model’s ability to learn from earlier inputs. The multi-head
masked attention mechanism employs Q, K, and V vectors for calculating attention scores,
effectively capturing and encoding the sequential relationships within the data.

4.4 LLM-based Machine Translation

Unlike conventional rule-based methodologies that depend on predetermined linguistic prin-
ciples, Large Language Models (LLMs) utilize extensive real-world translation datasets to
grasp the intricacies and statistical regularities of language [134]. This enables them to
generate translations that are more natural-sounding and precise compared to traditional
techniques.

A significant advantage of LLM-based MT lies in its capacity to comprehend context. By
analyzing extensive sets of translated texts, LLMs can discern the connections between words,
phrases, and the overall context of a sentence. This contextual comprehension empowers
them to produce translations that not only adhere to grammatical rules but also capture the
intended meaning and nuances of the source language.
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Numerous research studies have investigated the efficacy of LLMs in MT. For example,
the study conducted by showcases how LLMs can achieve superior performance on diverse
language pairs, sometimes outperforming traditional statistical MT approaches.

Nevertheless, LLM-based MT encounters certain challenges. One concern is the potential
presence of bias in the training data, which may manifest in the translated output [135].
Translating content into English may enhance multilingual NLP tasks for English-centric
LLMs, yet it’s not always the best approach, particularly for tasks requiring deep cultural
and linguistic comprehension. Using the native language directly often yields better results
by capturing cultural nuances more effectively [136]. Additionally, LLMs can pose computa-
tional challenges due to their extensive size and complexity, making training and deployment
resource-intensive [137]. Despite these hurdles, LLM-based MT offers a promising avenue for
seamless cross-lingual communication. As research advances and training datasets expand,
we anticipate further progress in this dynamic field.

4.4.1 BART

BART (Bidirectional and Autoregressive Transformer) arises as a potent Large Language
Model, differentiating itself from GPT’s focus on decoders and BERT’s emphasis on encoders.
It achieves this by integrating both encoder and decoder elements, enabling it to tackle tasks
related to both Natural Language Generation (NLG) and Natural Language Understanding
(NLU). This dual structure synergizes the comprehensive understanding capabilities of the
encoder with the fluent generative abilities of the decoder.

As highlighted in [138], BART’s architecture enables it to deliver superior performance
in MT by thoroughly grasping the source language context with its encoder and producing
coherent translations with its decoder. The ability to pre-train on extensive multilingual
datasets further enhances BART’s proficiency in handling a wide array of language pairs,
positioning it as an effective solution for overcoming language barriers. Figure 4.4 illustrates
the BART model adapted for MT. In this scenario, a supplementary encoder is introduced
to substitute word embeddings within BART. This new encoder has the flexibility to utilize
a separate vocabulary.

4.4.2 T5

T5, or Text-to-Text Transfer Transformer, emerges as a formidable player in the landscape
of LLM-based MT. Unlike models such as BERT, which concentrate on pre-training en-
coders, or GPT, which prioritize decoders, T5 takes a unified approach. It employs a single
Transformer-based architecture that can be fine-tuned for various NLP tasks, including ma-
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Figure 4.4: Fine tuning BART for machine translation.

Figure 4.5: T5 model architecture adapted from [3].

chine translation (see Figure 4.5).
The model can be trained on extensive multilingual text and code datasets, enabling it

to comprehend the nuances of different languages and perform effective translations between
them. Moreover, T5’s capability to adjust to diverse NLP tasks equips it to handle a wide
range of translation scenarios, from straightforward sentence translations to intricate docu-
ment summarization with translation components. This versatility positions T5 as a valuable
resource for applications necessitating seamless and nuanced language transfer across various
domains.

Univ-Mascara/Computer Science: 2024 45



Large Language Models

4.4.3 ChatGPT

While ChatGPT demonstrates remarkable proficiency in generating diverse text formats
creatively, its utility in MT is circumscribed by certain constraints [139]. Unlike special-
ized models like BART or T5 tailored explicitly for managing both source and target lan-
guages, ChatGPT’s fundamental capability resides in its decoder-centric architecture (refer
Figure 4.6).

Figure 4.6: Transformer architecture of ChatGPT

This design excels in text generation based on provided prompts or contexts, rendering
it suitable for tasks such as creative writing or text summarization. owever, for achieving
precise and natural-sounding translations, comprehending the context of the source language
is imperative. ChatGPT’s primary emphasis on text generation within a single language,
typically English (GPT data proportion is only 7% non-English [140]), constrains its capacity
to fully comprehend the subtleties and intricacies involved in translating between diverse
languages. Therefore, while it can generate text in various languages based on the input it
receives, its proficiency in languages other than English may vary depending on factors such
as the availability and diversity of training data in those languages (see Figure 4.7).

While some research endeavors explore the potential of adapting ChatGPT for multi-
lingual purposes [141, 142, 143, 140], it has been observed that ChatGPT often generates
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Figure 4.7: A flowchart illustrating the process of how ChatGPT answers a prompt.

inaccurate outputs and hallucinates for non-English-centric machine translation tasks [143].
Its performance generally lags behind models like mBERT or BART, specifically designed
for multilingual understanding and translation. Additionally, studies have shown that while
ChatGPT can compete with commercial translation products such as Google Translate and
Microsoft Translator for high-resource languages, it exhibits limited capabilities for low-
resource and distant languages [143, 144, 145, 140].

Recent research studies [141, 146, 147] have underscored the benefits of in-context learning
for Large Language Models (LLMs). In-context learning entails embedding input-output ex-
amples directly into the input text, serving as prompts, to enhance LLM performance across
various tasks, all without necessitating alterations to parameters or architecture. However,
the efficacy of in-context learning is contingent upon the architecture of the LLM, as indi-
cated by Olmo et al. [148], with additional examples not consistently leading to significant
performance improvements [144].

4.5 Related Work

Brown et al. [141] showcased the considerable benefits of scaling up language models, re-
vealing that larger models notably enhance their few-shot performance across various tasks,
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often matching or surpassing the effectiveness of leading fine-tuning techniques. Their in-
troduction of a language model boasting 175 billion parameters exemplifies this, as it excels
in numerous natural language processing (NLP) tasks and benchmarks, including zero-shot,
one-shot, and few-shot scenarios. Furthermore, the model consistently generates high-quality
outputs and exhibits robust qualitative performance, even in spontaneously formulated tasks.
Despite encountering some limitations and challenges, these findings underscore the potential
significance of very large language models in the development of versatile, general-purpose
language systems.

Lu et al. [142] introduced Error Analysis Prompting (EAPrompt) to enhance large lan-
guage models’ (LLMs) performance in assessing machine translation quality, achieving no-
table improvements at both system and segment levels. Their method, EAPrompt, exhibits
potential for broader application in language generation tasks beyond translation. Using
the WMT22 metrics shared task dataset, they employed a standard meta-evaluation ap-
proach, utilizing pairwise accuracy for system-level evaluations and the acc * eq variant for
segment-level assessments. The findings demonstrated that EAPrompt significantly enhanced
LLM performance at the system level, surpassing other metrics and strategies. Additionally,
EAPrompt outperformed GEMBA in most segment-level evaluations and effectively distin-
guished between major and minor errors, aligning well with the human evaluation framework
MQM.

Moreover, Peng et al. [143] examined strategies to enhance ChatGPT’s translation ca-
pabilities through adjustments in temperature settings and the application of task-specific
and domain-specific prompts, leading to improvements especially in complex language pairs.
Their study assessed how different temperature settings, the use of specific prompts, and
advanced in-context learning methods like few-shot learning and Chain-of-Thought prompt-
ing influence translation accuracy. The results showed that optimal temperature settings
and focused prompts significantly improve translation performance, but noted that Chain-
of-Thought prompting could negatively impact translation quality by inducing word-by-word
translation tendencies. Simultaneously, Hendy et al. [144] conducted an assessment of GPT
models for machine translation, highlighting their advantages and drawbacks across vari-
ous levels of language resources. Their primary observations underscore the commendable
translation quality of GPT models for languages with abundant resources, their constrained
effectiveness for languages with limited resources, the possibility of hybrid methodologies,
and the optimistic translation potential of GPT models despite variances in architecture and
training data.

Jiao et al. [145] conducted an initial assessment of ChatGPT for machine translation,
highlighting its advancements with the GPT-4 engine and positioning it as a proficient trans-
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lator. Their methodology involved evaluating ChatGPT’s performance in machine trans-
lation, with a focus on translation prompts, multilingual translation, and translation ro-
bustness. This evaluation encompassed the assessment of prompts, multilingual translation
proficiency, and translation resilience across specific test sets. The primary findings revolved
around ChatGPT’s performance in machine translation, demonstrating competitive outcomes
with commercial products for languages with abundant resources, notable enhancement with
GPT-4, and reduced errors compared to GPT-3.5.

Pourkamali et al. [140] conducted a thorough investigation into various large language
models (LLMs) for machine translation, focusing on their strengths and weaknesses. They
highlighted models like PaLM and Perplexity AI for their ability to produce human-like trans-
lations and process lengthy texts efficiently, while also discussing the limitations of models
such as GPT 3.5. The study emphasized the importance of prompt adjustments and ad-
ditional data for improving translation quality. Through comprehensive evaluation across
different language pairs, the study revealed that LLMs, especially those trained with multi-
lingual data like PaLM, show promise in generating high-quality translations and adapting
to various translation nuances. The findings underscored the significance of factors such
as training data, prompting methods, and adaptability in influencing LLM performance in
machine translation tasks.

Jiang et al. [149] conducted an assessment of ChatGPT and NMT engines in translating
Chinese diplomatic texts into English, emphasizing the importance of customized prompts
and the superior performance of ChatGPT, particularly when provided with relevant ex-
amples or contextual information. Their approach involved evaluating translation quality
using both automated metrics and human assessment based on error types and six ana-
lytical rubrics. The study addressed specific research questions and extensively analyzed
error penalties, severity levels, error categories, and human evaluator ratings across the six
rubrics. Results indicated that ChatGPT outperformed NMT systems in human evaluation
and semantic-aware automated assessment, with the inclusion of examples or contextual de-
tails significantly enhancing its translation accuracy. Conversely, NMT systems exhibited
comparable performance, and the correlation between automated metrics and human evalu-
ation was weak and statistically insignificant.

4.6 Summary

In this chapter, we delved into the transformative impact of large language models (LLMs),
notably focusing on the advancements brought forth by models such as Transformers, BERT,
and GPT within the realm of natural language processing (NLP). These models, built upon
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Transformer architectures, have revolutionized NLP tasks by learning intricate linguistic
patterns and relationships. Particularly, BERT and GPT represent pioneering models, with
BERT excelling in understanding bidirectional context and GPT specializing in generative
tasks.

Leveraging LLMs for machine translation (MT), variants like BERT, T5, and ChatGPT
demonstrate promising capabilities in bridging language barriers and enhancing translation
accuracy. However, challenges persist, including the need for diverse and extensive training
data and mitigating biases inherent in these models. Nevertheless, ongoing research endeav-
ors continue to explore advancements and refine techniques in leveraging LLMs for MT,
underscoring the dynamic evolution of NLP and MT technologies.
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Chapter 5

Algerian Arabic Corpus by Data
Augmentation

5.1 Overview

In this chapter, we delve into the vital significance of corpora and data augmentation tech-
niques in bolstering machine translation (MT) systems. We initiate our discussion by focusing
on Algerian Arabic dialectal corpora, elucidating their significance and detailing existing data
sources. Subsequently, we delve into the essence of both monolingual and bilingual corpora,
elucidating existing data sources in the process. Furthermore, we underscore the critical role
of data preprocessing, delving into methodologies aimed at refining corpora to uphold quality
and ensure consistency throughout the dataset.

We then delve into monolingual corpora augmentation methods, including copied-corpus
augmentation (CC) and back-translation augmentation (BT), which leverage additional data
to enhance model performance. Furthermore, we introduce two novel augmentation strate-
gies tailored to Arabic languages: Right Rotation Augmentation (RRA) and Entity Replace-
ment Augmentation (ERA). These approaches aim to address challenges in low-resource lan-
guage translation by diversifying datasets and incorporating culturally relevant substitutions.
Throughout, we underscore the critical role of effective data preprocessing and augmentation
in optimizing MT systems for improved translation accuracy and linguistic understanding.

5.2 Algerian Arabic dialect

The Maghrebi dialects, which include Algerian Arabic, are predominantly derived from Stan-
dard Arabic, although not exclusively. However, due to practical constraints, several morpho-
syntactic rules of Standard Arabic are not consistently adhered to in these Arabic dialects.
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This presents a challenge when adapting existing Natural Language Processing (NLP) re-
sources designed for Standard Arabic to handle Arabic dialects [150]. Moreover, numerous
studies have highlighted that tools specifically designed for Modern Standard Arabic (MSA)
exhibit significantly reduced efficacy when applied to texts written in Arabic dialects, pri-
marily due to the substantial linguistic differences between MSA and these dialects [151].
The Algerian Arabic dialect, also known as Darija, despite its widespread usage, represents
a low-resource language with limited parallel data available for machine translation (MT).
Similarly, Modern Standard Arabic (MSA), the formal language utilized in media and edu-
cation in Algeria, also qualifies as a low-resource language for MT [18]. Figure 5.11 visually
represents the geographical distribution of various dialectal Arabic varieties across different
countries and their respective borders.

Figure 5.1: Mapping the geographic locations of Arabic Dialect Varieties, including the
Algerian Dialect.

The complex morphology and rich inflectional system of both Darija and MSA pose a
significant challenge for MT. Few number of research studies have endeavoured to tackle this
issue, like the work of [152], who created a collection of parallel data in Algerian Arabic
and English for machine translation (MT). Additionally, [153] undertook the development
of a diverse parallel Arabic corpus, initially consisting of five Arabic dialects, including two
from Algeria, one from Tunisia, and two from the Middle East, alongside the standard Ara-

1Map from Wikipedia distributed under a CCBY 3.0 license
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Resource Level Language Pair Parallel Sentences
High English–French 280M
Medium English–Myanmar 0.7M
Low English–Fon 0.035M

Table 5.1: Examples of language pairs with different levels of resources.

bic. However, this limited availability of parallel data remains a significant hurdle for the
development of high-quality MT systems for Algerian Arabic and MSA.

5.3 Bilingual Corpora

Corpus-based approaches to MT, like Statistical Machine Translation (SMT) and Neural
Machine Translation (NMT), emerged with the growing availability of parallel corpora or
bitexts, which consist of texts translated into different languages. These methods capitalize
on the translations created by human translators, utilizing them within machine learning
frameworks to construct translation models. High-quality and substantial amounts of paral-
lel data are crucial for training optimal models, as highlighted by [9, 14]. Unlike English, the
main issue that faces the Arabic language is the lack of sufficient available datasets; particu-
larly, the parallel datasets; which makes Arabic and dialectal Arabic considered low resource
languages (LRLs). The disparities between what can be categorized as high, medium, and
low resource language pairs are shown in Table 5.1 [8]. Consequently, a significant challenge
in translating low-resource languages lies in obtaining sufficiently large and clean parallel
corpora.

DZDA (Algerian Dialectal Arabic) serves as another example of a low-resource language
explored in this research. DZDA, a variant of Arabic predominantly spoken in Algeria,
is heavily influenced by various linguistic sources, including French, Spanish, and Berber.
This linguistic diversity poses challenges for Natural Language Processing (NLP) tasks due
to the scarcity of tools and resources tailored to this specific dialect [154]. Moreover, in
media content, written texts in DZDA may feature a mix of Arabic script, Latin script,
and transliterated words to Latin. This complexity in script and vocabulary adds to the
difficulty of processing and analyzing DZDA text, especially in the context of social media
content where linguistic variations and informal expressions are prevalent.

The existing corpora (Section 5.5) for DZDA are either limited in size or suffer from poor
quality; they are predominantly sourced from online platforms, including crowd translation
efforts. Relying on the internet as a corpus repository is driven by the desire to access ex-
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tensive data at minimal cost. However, these sources often lack consistency and may contain
inaccuracies, posing challenges for machine translation. Moreover, given the absence of stan-
dardization in DZDA, variations in language usage and style are common across different
sources. As a result, manual or automated methods for data cleaning and alignment are
necessary to address these issues and improve the quality of MT outputs.

5.4 Monollingual Corpora

Statistical Machine Translation (SMT) relies on monolingual corpora to develop language
models. Although not mandatory for Neural Machine Translation (NMT), monolingual
corpora can aid in generating synthetic parallel sentences through techniques like back-
translation (BT), where monolingual data in the target language is utilized, and forward-
translation (FT), where the monolingual corpus is in the source language.

5.5 Existing Corpora

There are two free datasets available for the task of machine translation between Algerian
Arabic dialect and Modern Standard Arabic (MSA): PADIC2 (Parallel Arabic Dialect Cor-
pus) [153], MADAR3 (Multi Arabic Dialect Applications and Resources) [152], and ANMaT,
our in-house dataset4. Table 5.2 summarizes the statistics for each dataset, encompassing
metrics such as the quantity of parallel sentences, overall word count, vocabulary size, and
average sentence length.

5.6 Data Sources

PADIC encompasses a collection of five dialects: one from Syria, one from Tunisia, one
from Palestine, and two originating from Algeria (Algiers, Annaba), constituting a total of
6,400 parallel sentences for each dialect. The MADAR dataset comprises 25 Arabic dialects,
featuring cities such as Beirut, Cairo, Doha, Rabat, Tunis, Aleppo, Alexandria, Algiers,
Amman, Aswan, Baghdad, Basra, Benghazi, Damascus, Fes, Jeddah, Jerusalem, Khartoum,
Mosul, Muscat, Riyadh, Salt, Sanaa, Sfax, and Tripoli, each containing 2,000 sentences.
Thus, the total size of MADAR amounts to 50,000 sentences.

2PADIC dataset is available at: https://sourceforge.net/projects/padic/
3MADAR dataset is available at: https://github.com/farahshamout/madar-dataset
4an internally created dataset is available at: https://github.com/bbaligh/DZDA-MSA/
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ANMaT, the in-house dataset, was created for the purpose of enhancing MT efforts, was
meticulously assembled by two expert native speakers fluent in both the Algerian Arabic
Dialect (DZDA) and Modern Standard Arabic (MSA). Using a specialized web scraping tool,
a rich array of bilingual sentence pairs was compiled from diverse social media sources, such
as Twitter, YouTube, and Facebook. Adhering to a strict one-to-one correspondence, each
sentence from one language was carefully translated to the other, with thorough preprocess-
ing to guarantee the uniformity and quality of the data. The engagement of two native
speakers contributed to the dataset’s linguistic accuracy, enriching it with cultural nuances
and idiomatic phrases unique to the Algerian Arabic Dialect and Modern Standard Arabic.
To protect user privacy, anonymization measures were taken, ensuring the in-house dataset’s
data remained confidential and secure throughout the translation effort. The collection con-
sists of around 1,800 sentence pairs, featuring parallel texts in DZDA and MSA.

Dataset Language
#

Vocabulary
# Average

Tokens Sentences length

PADIC
MSA 87,680 8,374

6,412
13.65

DZDA 78,614 7,613 12.26

MADAR
MSA 15,929 4,408

2,000
10.23

DZDA 13,198 4,180 8.56

ANMaT
MSA 17,594 2,632

1,800
12.09

DZDA 17,877 3,200 12.23

Consolidated Dataset
MSA 132,512 11,492

10,212
14.04

DZDA 119,664 11,927 12.71

Table 5.2: Statistic of the MSA↔DZDA corpora

5.7 Preprocessing

The dataset pre-processing steps outlined in the algorithm 1 encompass a series of cleaning
and selecting procedures to prepare the data for further analysis. Initially, the cleaning
phase involves the removal of non-alphanumeric characters from the dataset to ensure data
cleanliness. Subsequently, sentences exhibiting a length ratio greater than 3 or less than 0.3
are eliminated, as they are considered outliers in terms of length discrepancy. Additionally,
sentences with a lexical overlap of less than 0.5 are removed to enhance the dataset’s lexical
consistency.
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Algorithm 1: Dataset pre-processing steps
1: /* Dataset cleaning */
2: Remove non-alphanumeric characters
3: Remove sentences with a length ratio > 3 or < 0.3
4: Remove sentences with a lexical overlap < 0.5

5.8 Data Augmentation

NMT is extremely data-hungry [155, 102, 1] and the presence of abundant, high-quality
parallel data is essential for achieving the best outcomes. So, when working with LRLs, it is
critical to employ approaches that increase corpora size in order to attain better MT quality.
There are numerous approaches to increasing the size of the corpora and improving model
performance such as: backward translation (henceforth BT) [17, 156] which is an approach
where a backward model is used to generate hypotheses of the source language in order to
increase the amount of data available to translation systems, forward translation (henceforth
FT) [157] which works in the opposite direction, employing a forward model to predict
translations in the target language - a process known as Self-learning., and the copied-corpus
approach, in which target sentences are copied on the source side [158] (called Mix-source) or,
inversely, by making a copy of source sentences into the target side [159]. Recent research has
shown that different approaches, including back-translation, sub-word units, and adapting
NMT systems to low-resource settings [16], can improve NMT performance with low-resource
scenarios.

5.8.1 Monolingual corpora Augmentation

5.8.1.1 Copied-corpus Augmentation

This method enhances training datasets by copying existing sentences from the target lan-
guage to the source language (termed Mix-source) or the other way around. Originally
inspired by self-teaching strategies in MT, the approach was first introduced by [158], who
proposed the Mix-source method of duplicating target language sentences on the source side
(see Figure 5.2). Following this, [159] explored the inverse, where source language sentences
are replicated on the target side. This straightforward method boosts the available training
material by reusing the corpus in new ways, broadening the model’s exposure to different
translation possibilities and linguistic patterns. Such exposure can significantly enrich the
model’s performance across various MT tasks.
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Figure 5.2: The copied-corpus augmentation approach

The advantages of copied corpus augmentation extend beyond simply enlarging the dataset.
It notably addresses the challenge of limited data resources, a frequent obstacle in MT, es-
pecially with under-represented languages. By multiplying the available examples, it enables
the model to better generalize from its training, enhancing its capability to deal with novel
vocabulary or sentence structures. This method is especially relevant for neural machine
translation systems that thrive on recognizing data patterns. Replicating sentences across
language boundaries may reinforce pattern recognition, thereby increasing translation preci-
sion.

Nevertheless, this technique is not without its potential downsides. The act of copying
sentences might not always yield semantically rich training examples, requiring careful strat-
egy selection to avoid injecting noise into the dataset. Furthermore, its efficacy can fluctuate
based on the specific language combination and the architecture of the MT system being
used. Despite these considerations, copied corpus augmentation stands as a notably straight-
forward yet potent strategy for enhancing data volume in machine translation. Its capacity
to mitigate data scarcity issues and boost model performance renders it an invaluable asset
for MT researchers and developers.

5.8.1.2 Back Translation Augmentation

Enhancing Neural Machine Translation (NMT) quality can be achieved by leveraging extra
monolingical resources to generate synthetic training data. Typically, monolingual data on
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the source side is translated into the target language (FT), while target-side monolingual
data undergoes back BT. This synthetic data is then incorporated with the initial bilingual
corpus.

BT involves translating sentences from a target language back into the source language
using an existing NMT model. These back-translated sentences are then paired with their
original target language sentences, effectively creating new, synthetic source-target sentence
pairs (see Figure 5.3). This method significantly enriches the training dataset, especially with
examples that might not be present in the original parallel corpus. By leveraging monolingual
data in the target language, back translation helps in bridging the gap in data scarcity and
improves the NMT model’s ability to understand and translate nuanced and complex sentence
structures. This technique has been widely acknowledged for its capacity to boost the quality
of machine translations, making it a favored choice among researchers and practitioners
aiming to enhance the performance of MT systems, particularly in scenarios involving low-
resource languages. It’s commonly acknowledged that BT significantly enhances Neural
Machine Translation more effectively than FT [160].

Figure 5.3: The back-translation augmentation approach

5.8.2 Parallel Corpora Augmentaiton

5.8.2.1 Right Rotation Augmentation

After exploring monolingual augmentation strategies such as copied-corpus augmentation and
back-translation, we now introduce a novel method tailored to the unique syntactic properties
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of Arabic and implemented on bilingual corpora, dubbed "Right Rotation Augmentation".
This technique leverages the flexible word order in Arabic sentence construction, where, due
to its non-configurational nature, elements within a sentence can often be rearranged without
altering the sentence’s meaning.

Figure 5.4: The Right-rotation augmentation approach

Right Rotation Augmentation systematically rotates the sentence structure to the right,
creating multiple valid syntactic variations of the same sentence. For instance, a sentence
beginning with a verb can be transformed to start with its object or subject without losing
coherence (see Figure 5.4). This method not only enriches the dataset with diverse syntactic
representations but also helps machine translation models better grasp the variability and
richness of Arabic syntax. By incorporating such rotated sentences into the training data,
models can learn to recognize and translate a wider array of sentence constructions, poten-
tially improving translation accuracy and robustness, especially for languages with free or
flexible word order like Arabic.

The Right Rotation Augmentation (RRA) algorithm (see Algorithm 2) takes a sentence
pair as input and applies right rotation to both the source and target sentences, generating
four augmented sentence pairs with varied word orders. This approach introduces diversity
into the training data, potentially enhancing the robustness and performance of machine
translation models. The new size of the resulting augmented dataset using RRA is four
times the original size of the dataset.
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Algorithm 2: Right Rotation Augmentation (RRA)
Input: A sentence pair S1-T1 (where S1 represents the source sentence and T1

denotes the target sentence)
Output: Four augmented sentence pairs: S1-T1, S ′

1-T1, S1-T ′
1, and S ′

1-T ′
1

1 /* Apply Right Rotation to S1 ;
2 S ′

1 ← Rotate the source sentence S1 by moving the first word to the end;
3 /* Apply Right Rotation to T1 ;
4 T ′

1 ← Rotate the target sentence T1 by moving the first word to the end;
5 return Original sentence pair S1-T1, Augmented pair S ′

1-T1, Augmented pair S1-T ′
1,

Augmented pair S ′
1-T ′

1

5.8.2.2 Entity Replacement Augmentation

A novel augmentation method, termed Entity Replacement Augmentation (ERA) or Lexicon-
based Entity Substitution Augmentation, has been created specifically for low-resource lan-
guages, including Algerian Dialectal Arabic (DZDA) and Modern Standard Arabic (MSA) in
our case. This method involves substituting entities, such as person or location names, using
a predefined lexicon. By replacing these entities with alternate names from the lexicon, fresh
sentences can be generated while preserving the original sentences’ structure and context.
This method aims to enrich the dataset by introducing variations in the mentioned names,
potentially enhancing the model’s capacity to handle diverse linguistic scenarios. Moreover,
by integrating culturally relevant names into the augmented dataset, the approach seeks to
enhance the model’s grasp of context-specific language usage, thereby contributing to more
precise and culturally attuned translations.

To execute this task, first, we need to compile a lexicon containing alternative names
for entities commonly found in the text, such as names of people, places, organizations,
and other relevant entities. This lexicon can be sourced from various resources, including
dictionaries, databases, or even generated using statistical methods based on the existing
dataset. Once the lexicon is prepared, we identify the entities within the sentences that we
intend to augment. For each identified entity, we randomly select a replacement name from
the lexicon. Finally, we substitute the original entity with the chosen replacement name,
generating new sentences with the altered entities. This process is repeated iteratively for
multiple sentences in the dataset, resulting in an augmented dataset with variations in entity
names.
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Algorithm 3: Entity Replacement Augmentation
Input: Sentence pairs S1− T1 (S1: source sentence, T1: target sentence), Lexicon

containing alternative names for entities
Output: Augmented sentence pairs
Input : Sentence pairs S1− T1 (S1: source sentence, T1: target sentence), Lexicon

containing alternative names for entities
Output: Augmented sentence pairs

1 for each sentence pair (S1, T1) in the dataset do
2 Identify entities in S1 and T1;
3 for each identified entity in S1 do
4 Select a random replacement name from the lexicon;
5 Replace the entity in S1 with the chosen replacement name;
6 end for
7 for each identified entity in T1 do
8 Select a random replacement name from the lexicon;
9 Replace the entity in T1 with the chosen replacement name;

10 end for
11 Append the original sentence pair (S1, T1) and the modified pair (S ′1, T ′1) to

the augmented dataset;
12 end for

5.9 Summary

In conclusion, this chapter has explored various strategies aimed at optimizing machine trans-
lation (MT) through the utilization of different types of corpora and data augmentation tech-
niques. We began by highlighting the significance of monolingual and bilingual corpora as
essential resources for MT tasks, emphasizing their role in training robust models. Subse-
quently, we delved into the preprocessing steps necessary for refining corpora to ensure data
quality and consistency, emphasizing the importance of thorough cleaning and normalization
procedures.

Furthermore, we investigated monolingual corpora augmentation methods, focusing on
copied-corpus (CC) and back-translation (BT) techniques, which leverage additional mono-
lingual data to augment training sets and improve model performance. Additionally, we
introduced two novel augmentation approaches tailored to Arabic languages: Right Rotation
Augmentation (RRA) and Entity Replacement Augmentation (ERA). RRA involves rotat-
ing sentence structures to diversify datasets, while ERA substitutes entities like names with
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culturally relevant alternatives, enriching training data. These strategies aim to address chal-
lenges posed by low-resource languages and enhance translation accuracy. Throughout the
chapter, we emphasized the significance of effective data preprocessing and augmentation in
optimizing MT systems for improved linguistic understanding and translation capabilities.
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Chapter 6

Enhancing NMT Using Data
Augmentation Techniques

6.1 Overview

In this chapter, we delve into the realm of enhancing Neural Machine Translation (NMT)
systems using data augmentation techniques. NMT has revolutionized the field of machine
translation, but its performance can be hindered, especially in low-resource language pairs.
To address this challenge, we explore various data augmentation strategies aimed at enriching
the training data and improving translation quality.

In the Section 6.2, we begin by presenting the system architecture employed for our
experiments. This section outlines the underlying framework used for training and evaluating
the NMT models, providing insights into the components and configurations essential for the
augmentation process.

Next, we establish a baseline NMT system for the target language pair (Section 6.3). This
baseline serves as a reference point against which the performance of augmented models is
compared. We describe the training methodology and parameters used to build the baseline
system, laying the foundation for subsequent experiments.

With the baseline system established, we proceed to experiment with various data aug-
mentation techniques. We explore methods such as Back Translation, Copied Corpus, and
novel approaches like Right Rotation Augmentation, aiming to augment the training data
and enhance the robustness of the NMT models. This section (Section 6.5) outlines the
experimental setup, including the selection of augmentation techniques, dataset preparation,
and evaluation metrics.

Finally, in the Section 6.6, we present the results of our experiments and engage in a com-
prehensive discussion. We analyze the performance of augmented NMT models compared
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to the baseline, examining metrics such as BLEU scores and qualitative aspects of transla-
tion quality. Through critical evaluation and interpretation of the results, we aim to gain
insights into the effectiveness of different augmentation techniques and their implications for
improving NMT in low-resource language scenarios.

By exploring these key aspects, this chapter sheds light on the potential of data augmenta-
tion techniques to enhance NMT systems and lays the groundwork for further advancements
in machine translation research.

6.2 System Architecture

In the current study, the foundational model employed is predicated on the well-established
sequence-to-sequence (seq2seq) framework, as detailed in seminal works by [155, 161]. This
framework is inherently designed to convert sequences from an input domain to a corre-
sponding sequence in a target domain, proving pivotal for tasks such as machine translation.
Central to the effectiveness of this model is the integration of an attention mechanism, ini-
tially conceptualized by [102], which enhances the model’s ability to selectively concentrate on
specific segments of the input sequence that are most salient for generating the subsequent
element in the output sequence. This selective attention is facilitated through a dynamic
alignment score that guides the model’s focus across different parts of the input sequence
during the decoding process (see Figure 7.1).

The architectural design of this model incorporates an encoder and a decoder, each com-
posed of 300 gated recurrent units (GRUs). GRUs are a type of recurrent neural network
(RNN) architecture known for their efficiency in capturing temporal dependencies and man-
aging longer sequences without succumbing extensively to issues like vanishing gradients,
which are more prevalent in traditional RNNs. The configuration of these GRUs within the
encoder-decoder structure allows for a robust handling of sequence data, adapting dynami-
cally to the length and complexity of the input and target sequences.

For the training of the neural machine translation (NMT) model, specific parameters
were adhered to, as detailed in the referenced Table 6.2. The training process followed
a methodical approach outlined in Algorithm 4, ensuring a systematic and reproducible
procedure for model optimization. The choice of these parameters was strategically made
to optimize the trade-off between computational demand and the performance of the model,
aiming to achieve high translation accuracy while maintaining manageable computational
loads.

The experimental setup for evaluating the model’s performance utilized the TensorFlow
deep learning framework, a popular choice for its flexible and comprehensive tools that fa-
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cilitate both the design and training of complex neural network architectures. The compu-
tational experiments were executed on Google Colab, leveraging the computational power
of a Tesla T4 GPU with 16GB of RAM. This setup provided a controlled environment for
rigorous testing and evaluation of the model, ensuring that the results are both robust and
reliable, reflective of both the potential and limitations of the employed architectural and
operational configurations.

Algorithm 4: Seq2Seq NMT Model training
1 EarlyStop← 5 ; /* Early stopping mechanism = 5 epochs */

2 NbIdenticalLoss← 1;
3 Iteration← 0;
4 while (Iteration ≤ Epochs) and (NbIdenticalLoss ≤ Early_Stop) do
5 Train Model;
6 Evaluate Loss;
7 if LossValue = LastLossValue then
8 NbIdenticalLoss + +;
9 else

10 NbIdenticalLoss← 1;
11 LastLossV alue← LossV alue;
12 end if
13 Iteration + +;
14 end while

6.3 Baseline System

The cornerstone of every NMT model depends on the quality and quantity of the training
data it utilizes. Algerian dialect resources are extremely limited and are only available in
MADAR, PADIC, Tatoeba, and an in-house dataset corpora[18]. MADAR (Multi Arabic
Dialect Applications and Resources) encloses Arabic dialects from 25 Arab cities (including
Algiers), each with 2000 sentences in its version CORPUS-25 [152]. PADIC (A Parallel
Arabic Dialect Corpus) includes five dialects (two from Algeria: Algiers and Annaba), each
with 6,400 parallel sentences [153]. Tatoeba1 is a collection of 421 languages’ sentences
and translations, including 53,786 Arabic MSA and 2,357 Algerian dialect sentences. The
in-house dataset2, which was generated by the study’s authors, has a total of about 1,800
sentence pairings and includes parallel sentences in MSA and Algerian dialects. Table 6.1

1https://tatoeba.org (Retrieved 05/18/2023)
2https://github.com/bbaligh
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Table 6.1: Statistics of the utilized MSA-DZDA datasets

Dataset Sentences
DZDA MSA

Tokens Vocab.
Average

Tokens Vocab.
Average

length length

Baseline 10,212 119,664 11,926 12.71 132,512 11,491 14.04
Copied Corpus 63,998 652,699 41,494 11.77 665,547 37,912 11.99
BT. Corpus 63,998 601,017 39,347 10.86 665,547 37,912 11.99
RR. Corpus 37,169 435,604 11,926 12.59 480,588 11,491 13.87

provides some statistics on the parallel corpus used as baseline for training (i.e. without
augmented/synthetic data) The copied corpus is constructed by using the baseline dataset
and the monolingual MSA dataset from the Tatoeba corpus for the Copied-Corpus data
augmentation.

The objective of the Right-Rotation technique was to maintain the integrity of the original
sentence pairs while introducing variations. The new dataset comprised four types of sentence
pairs. The first type retained the original source and target sentences without alterations.
In the second type, the source sentence remained unchanged, while the target sentence was
created by appending the initial word of the original target sentence to the end, provided it
exceeded three characters in length. Similarly, the third type preserved the original target
sentence while rotating the source sentence according to the same rotation condition. Lastly,
the fourth type combined the rotated source and target sentences. Rotation was omitted if the
length of the initial word was less than three characters. This augmentation method aimed
to augment the dataset’s diversity and variability, potentially improving the performance of
language models trained on the augmented data.

6.4 Segmentation

6.4.1 Word Segmentation

Word tokenization is a fundamental text segmentation strategy employed in neural machine
translation (NMT) tasks. This method splits source and target language sentences into
individual words based on spaces or punctuation marks [4]. Its simplicity offers several ad-
vantages: it is computationally efficient, making it suitable for resource-limited environments,
and the resulting tokens directly correspond to words, enhancing interpretability and simpli-
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fying the analysis of the model’s processing. However, word tokenization also has limitations.
One significant challenge is its vulnerability to out-of-vocabulary (OOV) words. The model
may struggle to translate words it has not encountered during training, leading to potential
errors in the translated output. Additionally, word tokenization can be language-dependent.
Languages with ambiguous word boundaries or complex morphology, such as agglutinative
languages where words are formed by adding suffixes, present challenges for this approach.
Various tools are available for text tokenization, each serving different languages and pur-
poses:

• Moses Tokenizer [162]: It is included with the Moses toolkit. It separates punctuation
from words while preserving special tokens such as URLs or dates and normalizes
characters (e.g., different Unicode variants of quotes). It is applicable to any language.
Figure 6.1.a presents an example of tokenizing a sentence using the Moses Tokenizer.

• OpenNMT Tokenizer [163]: It is included with the OpenNMT toolkit, which normalizes
characters (e.g., different Unicode variants of quotes) and separates punctuation from
words. It is versatile and can be used with any language. Figure 6.1.b shows an example
of tokenizing a sentence using the OpenNMT Tokenizer.

• SentencePiece3: An unsupervised text tokenizer and detokenizer designed primarily
for neural network-based text generation systems, where the vocabulary size is fixed
before training. It is applicable to any language, although separate models need to be
trained for each language. Figure 6.1.c shows an example of tokenizing a sentence using
SentencePiece.

6.4.2 Subword Segmentation

Subword tokenization is the standard approach for tokenization in neural language models
and machine translation systems [164]. This technique is a prevalent method used to facil-
itate open-vocabulary translation by encoding rare words with sequences of subword units.
This approach enables NMT models to translate or generate previously unseen words during
inference while effectively reducing the vocabulary size of the entire training dataset. In this
study, subword units were learned by applying Byte Pair Encoding (BPE) [17] on the com-
bined source and target corpora (i.e., joint BPE segmentation). The original vocabulary sizes
of the MSA and DZDA baseline training data were 11,491 and 11,926 tokens, respectively.
After applying BPE, the common vocabulary size was empirically set to 15,000 pieces.

3https://github.com/google/sentencepiece
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Figure 6.1: Examples of segmenting sentences with each word segmenter, adapted from [4].
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6.5 Experiments and Evaluation

The experimental setup for evaluating the model’s performance utilized the TensorFlow deep
learning framework, a popular choice for its flexible and comprehensive tools that facilitate
both the design and training of complex neural network architectures. The computational
experiments were executed on Google Colab, leveraging the computational power of a Tesla
T4 GPU with 16GB of RAM. This setup provided a controlled environment for rigorous
testing and evaluation of the model, ensuring that the results are both robust and reliable,
reflective of both the potential and limitations of the employed architectural and operational
configurations. For the training of the neural machine translation (NMT) model, specific
parameters were adhered to, as detailed in the referenced Table 6.2.

Table 6.2: Values of the Seq2Seq models hyperparamters

Parameter GRU units Optimizer Learning rate Batch size Epochs Dropout
Value 300 Adam 0.001 24 50 (max) 0.1

We assess the translation quality by comparing the predictions with the ground truth
using BLEU [49] Case-insensitive and detokenized BLEU scores are computed using Sacre-
BLEU [165].

6.6 Results and Discussions

The results of our experiments demonstrate notable improvements in translation quality
when employing data augmentation techniques for both the DZDA-to-MSA and MSA-to-
DZDA translation tasks. Comparing the baseline performance with that of the augmented
corpora reveals substantial enhancements across the board. The BLEU scores of the NMT
system trained on distinct corpora are reported in Table 6.3

For the DZDA→MSA translation task, the baseline BLEU scores are 19.1 for word tok-
enization and 20.4 for subword segmentation. Introducing the Copied Corpus augmentation
technique results in a substantial improvement, with BLEU scores increasing to 31.1 for word
tokenization and 33.2 for subword segmentation. Similarly, employing the BT Corpus aug-
mentation yields notable enhancements, achieving BLEU scores of 30.0 for word segmentation
and 32.1 for subword segmentation. Although slightly lower, the RR Corpus augmentation
still demonstrates significant progress, with BLEU scores of 27.1 for word tokenization and
28.9 for subword segmentation.
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Table 6.3: MSA-DZDA translation performance using BLEU score

Dataset Segmentation Unit DZDA→MSA MSA→DZDA

Baseline
word 19.1 17.7

subword 20.4 18.8

CC-Corpus
word 31.1 30.1

subword 33.2 31.9

BT-Corpus
word 30.0 28.8

subword 32.1 30.5

RR-Corpus
word 27.1 26.5

subword 28.9 28.1

CC-Corpus+BT-Corpus
word 31.2 20.8

subword 33.5 22.1

CC-Corpus+RR-Corpus
word 31.9 31.6

subword 33.9 33.4

BT-Corpus+RR-Corpus
word 28.8 21.3

subword 28.9 28.1
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For the MSA→DZDA translation task, we observe a similar pattern. The baseline BLEU
scores are 17.7 for word segmentation and 18.8 for subword segmentation. Implementing the
Copied Corpus augmentation technique leads to a significant increase, resulting in BLEU
scores of 30.1 for word tokenization and 31.9 for subword tokenization. Likewise, the BT
Corpus augmentation shows substantial enhancement, yielding BLEU scores of 28.8 for word
segmentation and 30.5 for subword segmentation. The RR Corpus augmentation, though
slightly lower, still shows noteworthy improvements, with BLEU scores of 26.5 for word
tokenization and 28.1 for subword segmentation.

The results in Table 6.3 further underscore the potential of combined data augmentation
techniques in enhancing translation quality. For the DZDA→MSA translation task, the com-
bination of Copied Corpus and Right-Rotation (CC+RR) achieved the highest BLEU scores,
with subword units reaching 33.9 and word units at 31.9. Similarly, for the MSA→DZDA
translation direction, the CC+RR approach also outperformed other combinations, yielding
BLEU scores of 33.4 with subword units and 31.6 with word units. These results indicate that
the integration of multiple augmentation strategies, particularly the CC+RR combination,
can significantly enhance translation performance, especially when subword segmentation is
employed. This underscores the importance of selecting effective augmentation methods and
optimizing the unit of segmentation to maximize translation quality.

The "Right-Rotation Augmentation" (RRA) strategy presents both advantages and draw-
backs, delineated as follows:

Advantages:

• Enhanced Data Diversity: RRA generates novel sentences by rotating existing ones,
thus enriching the corpus with a broader array of sentence structures and word ar-
rangements. This heightened diversity can enhance the adaptability and generalization
capabilities of the neural machine translation (NMT) model.

• Preservation of Sentence Structure: RRA maintains the fundamental structure of sen-
tences while altering word order, ensuring that the augmented sentences uphold the
core elements of Arabic language construction. This preserves grammatical coherence
and integrity within the augmented corpus.

• Simplicity and Efficiency: RRA is a straightforward and efficient data augmentation
method that can be readily implemented. It does not necessitate additional external re-
sources or intricate preprocessing procedures, rendering it accessible and time-effective
for augmenting modest-sized MT corpora.

Drawbacks:
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• Limited Semantic Variation: While RRA diversifies sentence structures, it may not
introduce significant semantic deviations in the augmented sentences. The meaning
and content of sentences might remain relatively consistent, potentially constraining
the NMT model’s capacity to discern and handle nuanced semantic nuances.

• Potential for Unnatural Sentences: Depending on the extent of rotation and sentence
complexity, RRA may generate sentences that appear unnatural or less commonplace
in everyday language usage. This could affect the quality and fluency of translations
produced by the NMT model.

• Data Sparsity: RRA does not directly address data scarcity concerns. Despite gen-
erating new sentences, the augmented corpus size remains constrained by the initial
corpus size. In cases where the initial corpus is limited, the augmented corpus may not
substantially increase training data.

It’s essential to recognize that the efficacy of the RRA approach may vary based on
specific implementation intricacies, the quality of the initial corpus, and the linguistic char-
acteristics of the language under augmentation. Evaluating the impact of RRA through
empirical assessments and comparative analyses with other data augmentation techniques is
advisable. These results suggest promising avenues for addressing the challenges posed by
low-resource languages in machine translation tasks. Additionally, exploring further augmen-
tation techniques and assessing their robustness across diverse language pairs and domains
could significantly advance the field of low-resource machine translation. This would not only
enhance the effectiveness of translation systems for dialectal Arabic and Modern Standard
Arabic but also provide insights into improving machine translation for other low-resource
language pairs.

6.7 Summary

In this chapter, we explored methods to enhance Neural Machine Translation (NMT) systems
through data augmentation techniques. We began by outlining the system architecture used
for our experiments, establishing a baseline NMT system for the target language pair. Exper-
imenting with various augmentation strategies, including Back Translation, Copied Corpus,
and novel approaches like Right Rotation Augmentation, we aimed to enrich the training
data and improve translation quality. Through rigorous experimentation and evaluation, we
compared the performance of augmented NMT models against the baseline. Results revealed
significant improvements in translation quality, as indicated by metrics such as BLEU scores.
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Our analysis highlighted the effectiveness of different augmentation techniques in enhancing
NMT systems, particularly in low-resource language scenarios. By providing insights into the
benefits and challenges of data augmentation for NMT, this chapter underscores its potential
to advance machine translation research. As we conclude our exploration, it becomes evident
that augmenting training data can substantially enhance the robustness and performance of
NMT models, paving the way for more effective cross-lingual communication and information
access in diverse linguistic contexts.
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Chapter 7

Seq2Seq Neural vs GPT-based
Machine Translation

7.1 Overview

In this chapter, we embark on an in-depth examination of the distinctions between Seq2Seq
Neural Machine Translation (NMT) models and GPT-based models, two prominent ap-
proaches in the field of machine translation. We begin by elucidating the intricate archi-
tectural nuances inherent in each approach. The Seq2Seq models, renowned for their utiliza-
tion of encoder-decoder frameworks with attention mechanisms, are meticulously dissected
to uncover the intricacies of their operations. Conversely, GPT-based models, characterized
by their pre-trained transformer architecture and autoregressive generation capabilities, are
scrutinized to unveil the underlying mechanisms driving their performance.

Building upon this foundation, we introduce the baseline system that forms the backbone
of our comparative analysis. We provide comprehensive insights into its construction, detail-
ing the integration of three diverse datasets tailored for the Algerian Arabic dialect (DZDA)
to Modern Standard Arabic (MSA) translation task.

Our experimental framework encompasses a diverse array of scenarios, including zero-shot
and few-shot prompting, aimed at exploring the efficacy of both Seq2Seq and GPT-based
models under varying conditions. To facilitate rigorous evaluation, we employ a suite of
robust metrics, including COMET, BLEU, and ChrF scores, to gauge translation quality
with precision.

Upon conducting our experiments, we meticulously analyze the results obtained from
translating both MSA to DZA and DZA to MSA. Through this analysis, we uncover nuanced
insights into the strengths and limitations of each model type. Furthermore, we complement
our quantitative analysis with a qualitative human analysis component, which offers invalu-
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able qualitative perspectives on the fluency, accuracy, and naturalness of the translation
outputs generated by Seq2Seq and GPT-based models.

By delving into the intricacies of these approaches, our chapter aims to provide a com-
prehensive understanding of the dynamics between Seq2Seq and GPT-based models in the
realm of machine translation, offering valuable insights for future research and development
endeavours.

7.2 System Architecture

In this section, we delve into the system architecture employed for our MT experiments, fo-
cusing on two key methodologies: the Seq2Seq Neural Machine Translation (NMT) model and
the GPT-based model, specifically based on ChatGPT prompting. These models represent
distinct approaches to addressing the task of MT, each with its unique architectural intri-
cacies and computational strategies. We provide an in-depth exploration of the underlying
mechanisms of both approaches, elucidating their strengths and weaknesses in the context of
translating between languages. By dissecting the system architectures of the Seq2Seq NMT
model and the GPT-based model, we lay the groundwork for a comprehensive understand-
ing of their functionalities and methodologies, facilitating further analysis and evaluation in
subsequent sections.

7.2.1 Seq2Seq NMT Model

The model used in this study is based on the sequence-to-sequence framework, which was
introduced by [155, 161]. It consists of an encoder-decoder network that uses gated recurrent
units (GRU) cells. (see Figure 7.1). The encoder is responsible for learning the input sen-
tence’s embeddings and producing a context vector that encapsulates the sentence’s essence
during the training process. The decoder then generates the target sentence based on this
vector, starting with the <start> symbol as input.

The process involves providing the previous predicted output (yt−1) and hidden state
(dt−1) as input to the decoder for each time step (t), which generates the current output (yt).
This is used to calculate loss and apply gradients before back-propagation. Teacher forcing
is used for the training process, while the inference process uses prior predictions, hidden
state, and encoder output as input. The model stops when it predicts the <end> token,
indicating the sentence’s end.

The model is improved by adding attention [102], which assigns weights to each word in
the source sentence during target word generation. The encoder’s hidden states are summed
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Figure 7.1: The Seq2Seq NMT model

to create the context vector, and attention weights are derived using an alignment function
and the softmax function, ranking the hidden states by importance for generating the target
word at time (t).

The training of the neural machine translation (NMT) model adhered to specific param-
eters as detailed in Table 6.2. The process followed a structured approach, as outlined in
Algorithm 4, ensuring a systematic and reproducible method for optimizing the model.

7.2.2 GPT based Model

ChatGPT is an advanced language model that originates from OpenAI, built on the en-
hancements of the GPT-3.5 architecture. It underwent training on an extensive collection of
text and code, showcasing robust capabilities across diverse tasks related to natural language
understanding. The model has several possible uses, such as text summarization, dialogue
systems, creative writing, educational purposes, and research [166]. Additionally, beyond the
aforementioned uses, ChatGPT has demonstrated favorable outcomes in machine translation,
indicating its effectiveness in grasping the intended significance of sentences.

Furthermore, in addition to its proficiency in prompt engineering, which involves tailoring
prompts to guide language models, ChatGPT has also proven to be adept in the realm of
machine translation. Leveraging prompt engineering techniques with ChatGPT not only
enhances the quality, coherence, and relevance of the generated text but also contributes
to its effectiveness in capturing the intended meaning of sentences. This synergy between
prompt engineering and ChatGPT’s capabilities underscores its versatility in various natural
language processing tasks.

In exploring the realm of prompting techniques for language models, various approaches
such as zero-shot, one-shot, and few-shot prompting have emerged as valuable methodologies.
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Table 7.1: Templates of Zero-shot, One-shot, and Few-shot prompts

Zero-shot Translate from Algerian Arabic Dialect DZDA to Arabic MSA:

[source] =>

One-shot Translate from Algerian Arabic Dialect DZDA to Arabic MSA:

[source] => [target]

[source] =>

Few-shot Translate from Algerian Arabic Dialect DZDA to Arabic MSA:

[source 1] => [target 1]

[source 2] => [target 2]

...

[source n] => [target n]

[source] =>

7.2.2.1 Zero-Shot Prompting

Zero-shot prompting enables models to make predictions for novel data without the need for
additional training, a departure from conventional approaches. In the realm of prompt engi-
neering, it plays a pivotal role in generating natural language text seamlessly, circumventing
the necessity for explicit programming. This functionality serves to bolster dynamic text
generation models, empowering them to identify and categorize objects autonomously, even
in the absence of prior exposure to specific instances. In the context of zero-shot translation,
a simple articulation of the translation task in natural language suffices, as illustrated in
Table 7.1. This streamlined process underscores the versatility and adaptability of zero-shot
techniques in leveraging language models for diverse tasks, facilitating efficient and intuitive
interactions with the underlying model architecture.

7.2.2.2 One-Shot Prompting

One-shot prompting involves generating text with minimal input, often a single example.
When integrated with dialogue management and context modeling techniques, it signifi-
cantly improves the performance of text generation systems. Within the realm of prompt
engineering, one-shot learning stands out for its ability to yield consistent outputs despite
being trained on limited input data.

In the one-shot setup, we introduce a solitary instance of translation either from DZDA to
MSA or vice versa (as outlined in Table 7.1), which has been curated by a human translator.
This approach enables the model to glean valuable insights from a single example, showcasing
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its adaptability and efficiency in producing accurate translations even with sparse training
data.

7.2.2.3 Few-Shot Prompting

Few-shot prompting leverages a small dataset of examples to facilitate rapid adaptation of
the model to novel instances, a strategy particularly valuable in prompt engineering for gen-
erating natural language text with constrained input. Despite its reliance on minimal data,
few-shot prompting empowers the development of versatile and adaptive text generation
models capable of producing contextually relevant outputs across diverse scenarios. Inte-
gration of advanced methodologies such as few-shot prompting holds the potential to yield
highly flexible and engaging natural language generation models. In few-shot translation, the
prompt includes a selection of translation examples (as depicted in Table 7.1), distinguishing
it from the one-shot prompt solely by this inclusion.

7.3 Baseline System

In our investigation, we employed a baseline system constructed by amalgamating three
distinct datasets for the Algerian Arabic dialect to Modern Standard Arabic (MSA) machine
translation task: MADAR [152], PADIC [153], and our in-house dataset, referred to as
ANMaT. Table 5.2 provides an overview of the statistics for each dataset, encompassing
the number of parallel sentences, total word count, vocabulary size, and average sentence
length. From the MADAR corpus, which encompasses 25 Arabic dialects, we selected 2,000
sentences representing the Algerian Arabic dialect. From PADIC, which encompasses dialects
from five regions including Algeria (Algiers and Annaba), Tunisia, Syria, and Palestine, we
extracted a pair of 6,412 sentences representing the Algerian dialect. Lastly, from our in-house
dataset, meticulously curated to facilitate machine translation, we gathered 1,800 bilingual
sentence pairs meticulously curated by two proficient native speakers of Algerian Arabic
Dialect (DZDA) and Modern Standard Arabic (MSA). The consolidated corpus comprises a
total of 10,212 sentence pairs across all three datasets.

7.4 Experiments and Evaluation

We strategically employed ChatGPT, a state-of-the-art (SOTA) language model, to explore
its capabilities in translating between Modern Standard Arabic (MSA) and Algerian Darja
(DZDA), an under-represented language pair in machine translation research (refer to Fig-
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ure 7.2). Our investigation centered on assessing the model’s adaptability and effectiveness
under two distinct learning paradigms: zero-shot and few-shot scenarios.

7.4.1 The Scenario of zero-shot Prompting

In the zero-shot scenario, ChatGPT was engaged without being exposed to any specific
training examples for the MSA-DZDA translation task. For this experimental condition,
we relied solely on a standard prompt, the specifics of which are detailed in Table 7.1,
to input translation requests to the model. This scenario was particularly revealing as it
provided insights into the innate abilities of ChatGPT to handle translation tasks relying
solely on its pre-trained knowledge base, thus assessing the generalizability of the model across
linguistically and culturally distinct language pairs without prior task-specific adaptation.

7.4.2 The Scenario of few-shot Prompting

Conversely, the few-shot scenario was designed to examine the efficacy of incremental learn-
ing, where ChatGPT was primed with a modest dataset comprising just 50 sentence pairs
in MSA and DZDA. Despite the limited data input, this approach was intended to observe
how even minimal task-specific training could potentially enhance the model’s translation
performance. Importantly, we maintained the default parameters of ChatGPT throughout
this scenario to eliminate any confounding variables that could impact the interpretability of
the results, ensuring that any observed performance differences could be attributed directly
to the influence of the few-shot learning method.

These experimental setups allowed us to conduct a nuanced examination of how variations
in prompt design and the introduction of minimal targeted training influence the performance
of a leading-edge neural language model in a machine translation task. This, in turn, provides
valuable insights into the scalability and flexibility of few-shot learning within the realm
of neural machine translation, particularly for language pairs like MSA and DZDA, which
are typically less represented in computational linguistic resources. The findings of this
study are expected to contribute significantly to the ongoing discourse on optimizing machine
translation systems for a broader array of languages using advanced language models such
as ChatGPT.

7.4.3 Evaluation metrics

For the DZDA-MSA language pair, we investigated the performance of both the NMT model
based on the GRU-attentional-based Seq2Seq architecture and ChatGPT model using the
following metrics: BLEU, ChrF and COMET.
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Figure 7.2: The ChatGPT Translation approach

The shared task on translation metrics, as suggested by [167], advocates for the adoption
of neural network-based metrics due to their strong correlation with human evaluations and
their resilience to domain shifts. While we include findings utilizing BLEU and ChrF as
benchmarks, our primary focus lies in assessing performance through the model-centric metric
COMET.

7.5 Results and Discussions

The assessment outcomes provide insights into the translation proficiency of the Seq2Seq and
ChatGPT models in converting text between DZDA (Algerian Dialectal Arabic) and MSA
(Modern Standard Arabic), as determined by key evaluation metrics.

7.5.1 MSA-to-DZA Translation

The translation evaluation outcomes for the language pair MSA→DZDA are displayed in
Table 7.2. The Seq2Seq model attained scores of COMET = 73.0, BLEU = 17.7, and
ChrF = 41.5. In contrast, the ChatGPT model achieved higher scores in the zero-shot
scenario, with COMET = 75.3, BLEU = 19.9, andChrF = 60.4. Furthermore, in the
few-shot scenario, the ChatGPT model demonstrated further enhancement, with scores of
COMET = 75.4, BLEU = 19.9, and ChrF = 60.7.

These results indicate that the ChatGPT model surpassed the Seq2Seq model across
all evaluation metrics. Notably, the translation quality for the MSA→DZDA language pair
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exhibited considerable enhancement across all models. When comparing the zero-shot and
few-shot scenarios of ChatGPT, we notice marginal improvements in COMET, BLEU, and
ChrF scores. While these improvements are not substantial, they suggest that integrating a
few training examples has a positive impact on the model’s translation capabilities.

In summary, the ChatGPT model performs better than the Seq2Seq model in translating
MSA→-DZDA. The language pair is well translated, and the ChatGPT model benefits from
the few-shot scenario to slightly enhance translation quality.

Table 7.2: MSA→DZDA and DZDA→MSA translation performance

MSA→DZDA DZDA→MSA
System COMET BLEU ChrF COMET BLEU ChrF
Seq2Seq 73.0 17.7 41.5 73.5 19.1 45.4
ChatGPT (0-shot) 75.3 19.9 60.4 76.4 21.2 53.5
ChatGPT (F-shot) 75.4 19.9 60.7 76.6 21.3 53.8

7.5.2 DZDA-to-MSA Translation

However, the assessment outcomes for the translation from DZDA to MSA, outlined in
Table 7.2, reveal the following: the Seq2Seq model attained scores of COMET = 73.5,
BLEU = 19.1, and ChrF = 45.4. In contrast, the ChatGPT model performed better in the
zero-shot scenario, achieving scores of COMET = 76.4, BLEU = 21.2, and ChrF = 53.5.
Moreover, the few-shot scenario with ChatGPT resulted in further enhancements, yielding
scores of COMET = 76.6, BLEU = 21.3, and ChrF = 53.8.

These findings indicate that once again, the ChatGPT model outperforms the Seq2Seq
model for the task of translating from DZDA to MSA, with higher COMET, BLEU, and
ChrF scores. This underscores ChatGPT’s efficacy in translating from the Algerian Arabic
dialect (DZDA) to Modern Standard Arabic (MSA). Overall, the DZDA-to-MSA language
pair exhibits satisfactory translation quality across all models.

When comparing these outcomes with those previously discussed for MSA-to-DZDA
translation, we notice consistent performance from ChatGPT across both language direc-
tions. In both the zero-shot and few-shot scenarios, ChatGPT demonstrates enhanced trans-
lation quality compared to the Seq2Seq model. It is important to acknowledge that while
the specific metric scores may vary slightly between the two language pairs, the overall trend
remains consistent. These results affirm the effectiveness of ChatGPT in improving trans-
lation capabilities for low-resource language pairs like MSA and DZDA, regardless of the
translation direction.
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Transitioning from zero-shot to few-shot scenarios, ChatGPT models display improved
translation performance, evidenced by higher COMET, BLEU, and ChrF scores across both
language pairs. Introducing additional training instances through the few-shot scenario en-
hances the models’ translation capacity, albeit to a modest extent.

Language models such as BERT and GPT, pre-trained on vast text corpora, offer con-
siderable potential for enhancing translation quality in low-resource and minority languages.
Fine-tuning these models on particular language pairs with restricted datasets can substan-
tially improve translation quality, thereby fostering advancements in education, communica-
tion, and economic development within minority language communities encountering resource
limitations.

7.5.3 Human analysis

In our evaluation, ChatGPT’s translations from MSA to DZDA often resembled Moroccan
Arabic Dialect rather than Algerian Arabic Dialect, suggesting a bias possibly due to exposure
to Moroccan Arabic during pre-training. This bias could be due to the prevalence of Moroccan
Arabic data in the training corpus or the impact of internet content that predominantly
favours Moroccan sources.

Nevertheless, In the western region of Algeria, the dialect shares similarities with Mo-
roccan, contributing to linguistic overlap. However, after multiple response regenerations,
translations tended to adopt a more Algerian-like style (see Table B.1). This indicates that
ChatGPT, despite initially favoring Moroccan Arabic, was able to adapt and incorporate Al-
gerian Arabic characteristics after multiple iterations. In addition to the previously discussed
issue, the Seq2Seq NMT model employed for DZDA→MSA translation produced inaccurate

translations, as observed in the given examples (Table A.1). It incorrectly used the term
�
é¢jÖÏ @ (the station) instead of the intended words I. K
A

�
¾�Ë@ (Skype). This problem arises from

the model’s limitations in capturing precise semantic nuances and distinguishing between
multiple word meanings. To tackle this issue, various measures can be implemented such as:

• Enhancing the training data with varied examples and integrating context-specific an-
notations can enhance accuracy.
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• Refining the model with domain-specific data or using advanced techniques, like inte-
grating lexical resources or utilizing contextual embeddings, could improve translation
quality.

• Regular model evaluation and iterative refinement based on feedback and error analysis
can also contribute to rectifying such inaccuracies.

By leveraging these strategies, we can work towards improving the translation performance
of the Seq2Seq NMT model for DZDA-MSA language pair.

The results underscore the challenges of training language models on dialectal variations
within a language. More research is necessary to comprehend the factors influencing model
biases and to develop strategies for accurately representing the diverse linguistic features of
Algerian Arabic in future model iterations.

7.6 Summary

In conclusion, this chapter has provided an extensive exploration of the comparative land-
scape between Seq2Seq Neural Machine Translation (NMT) models and GPT-based models,
shedding light on their architectural nuances and performance characteristics. We meticu-
lously dissected the architectural intricacies of both approaches, highlighting the distinctive
features of Seq2Seq models with encoder-decoder frameworks and attention mechanisms,
as well as GPT-based models with pre-trained transformer architecture and autoregressive
generation capabilities. Through the implementation of a robust experimental framework,
including zero-shot and few-shot prompting scenarios, we evaluated the performance of both
model types across various translation tasks. Leveraging comprehensive evaluation metrics
such as COMET, BLEU, and ChrF scores, we conducted a rigorous analysis of translation
quality and effectiveness. The findings revealed nuanced insights into the strengths and
limitations of each approach, further augmented by a qualitative human analysis component.

Our meticulous analysis of the DZDA→MSA and MSA→DZDA translation tasks revealed
valuable insights into the strengths and limitations of each approach. Notably, the ChatGPT
model consistently outperformed the Seq2Seq model in both translation directions, demon-
strating higher COMET, BLEU, and ChrF scores. Specifically, in the MSA→DZDA trans-
lation, the ChatGPT model showcased superior performance, benefiting from the few-shot
scenario to slightly enhance translation quality. Conversely, in the DZDA→MSA transla-
tion, the ChatGPT model’s effectiveness was evident, underscoring its efficacy in translating
from the Algerian Arabic dialect (DZDA) to Modern Standard Arabic (MSA). Overall, the
translation quality for both language pairs was satisfactory across all models. Additionally,
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transitioning from zero-shot to few-shot scenarios yielded improved translation performance
for ChatGPT models, as evidenced by higher COMET, BLEU, and ChrF scores across both
language pairs. These findings contribute to a deeper understanding of the dynamics between
Seq2Seq and GPT-based models in the domain of machine translation, laying the groundwork
for future advancements and innovations in the field.
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Chapter 8

Conclusion

8.1 Summary

The success of machine translation heavily relies on the availability of substantial and high-
quality data, particularly parallel corpora, which are essential for training competitive Neural
Machine Translation (NMT) models. In our study, we focused on the Algerian dialectal
Arabic (DZDA) language pair, chosen due to its under-representation in mainstream NMT
despite its relevance in media content. By collecting, preprocessing, and aligning DZDA-
Modern Standard Arabic (MSA) parallel sentences from diverse sources, we tackled the
significant challenge of data scarcity in low-resource languages. To address this issue, we
proposed and implemented various data augmentation methods.

One such approach involved the development of a novel bilingual corpus, ANMaT, sourced
from multiple social media platforms. This corpus, comprising approximately 1,800 DZDA-
MSA sentence pairs, served as the foundation for our NMT system designed specifically for
low-resource languages. Leveraging a Seq2Seq architecture, we further optimized the system’s
performance by adjusting hyper-parameters.

The evaluation of the augmented and consolidated corpora, in comparison with baseline
systems employing different word segmentation methods, was performed using statistical sig-
nificance tests and metrics such as BLEU, ChrF, and COMET. The findings from this eval-
uation study highlight two critical aspects. Firstly, data augmentation strategies combined
with subword segmentation significantly improved the quality of NMT systems designed for
dialectal Arabic languages in low-resource contexts, effectively addressing our first research
question (RQ1). Moreover, we investigated the suitability of GPT-based models, particu-
larly ChatGPT, as an alternative for machine translation in low-resource settings, addressing
our second research question (RQ2). Our experiments revealed that GPT-based models, in-
cluding ChatGPT, demonstrated promising results in low-data conditions compared to both
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the Seq2Seq NMT model and commercial MT systems. These findings underscore the po-
tential of leveraging advanced language models for addressing the challenges of translating
low-resource languages effectively.

8.2 Limitations

In conclusion, while our computational resources constrained us from directly comparing
combined augmented corpora on the Seq2Seq model, we believe that our approach serves
as a significant contribution in its own right. By meticulously outlining our methodology,
we provide a framework for understanding the nuances behind the observed variations in
performance. This transparency not only enhances the reproducibility of our findings but
also offers valuable insights into the intricate dynamics of data augmentation techniques in
low-resource scenarios.

8.3 Future work

In our efforts, we advocate for expanding the DZDA-MSA parallel corpus size by incorporat-
ing texts sourced from other meticulously curated repositories. Augmenting the corpus not
only amplifies its size but also elevates its quality by rectifying grammatical inaccuracies. Ad-
ditionally, while our study did not entail disambiguating the part-of-speech (POS) of words
within sentences, we recognize the significance of this aspect. Given that word segmentation
varies depending on their POS and contextual usage, we strongly advocate for incorporating
POS disambiguation in future research endeavors. Furthermore, leveraging human evaluation
or expert judgment facilitates a more nuanced analysis of NMT models, providing valuable
insights into their performance. Looking ahead, we envision conducting our research on a
broader scale to delve deeper into the intricacies of low-resource MT scenarios. Moreover,
exploring alternative Large Language Models (LLMs) for MT tasks in such scenarios presents
an intriguing avenue for future investigation.
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Appendix A: Examples of Seq2Seq and ChatGPT translation

Table A.1: Examples of Seq2Seq and ChatGPT translation
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Meaning I am not sure that we can write them in Skype
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Meaning I don’t know if I have time to register for the Italian language
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Meaning I started reading it, I haven’t finished it yet
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Appendix B

Examples of Dialectal Bias

Table B.1: Examples of Dialectal Bias
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