
 

Présenté par : BELKHARROUBI Lakhdar 

Le 02/05/2024 - 17:00h 

 A la faculté des sciences exact université de Mascara 

Devant le jury : 

Président FEKIR Youcef MCA Université de Mascara 

Examinateur 1 ABOU EL HASSAN Benyamina Pr Université Ahmed Benbella/Oran 1 

Examinateur 2 BENHAOUA Kamel Pr Université de Mascara 

Examinateur 3 ZAGANE Mohammed MCA Université de Mascara 

Directeur de la thèse YAHYAOUI Khadidja Pr Université de Mascara 

 

 

 

Année universitaire : 2023/2024 





Thanks 

 

I would like to express my deepest gratitude to Allah for granting me strength, 

guidance, and perseverance throughout my academic journey. Additionally, I extend 

my heartfelt appreciation to my supervisor, YAHYAOUI Khadidja, whose unwavering 

support, invaluable insights, and encouragement have been instrumental in the 

completion of my research. I am also immensely thankful to the esteemed jury 

members, including President FEKIR Youcef, and the examiners BENHAOUA Kamel, 

ZAGANE Mohammed, and ABOU EL HASSAN Benyamina, for their time, expertise, 

and constructive feedback, which have significantly enriched my work. Finally, I am 

indebted to all my beloved family members, especially my parents, whose love, 

sacrifices, and encouragement have been the cornerstone of my success. Their 

unwavering support and belief in my abilities have been my greatest source of 

inspiration. 



i

List of Publications

JOURNALS:

[1] Lakhdar Belkharroubi, K. Yahyaoui, “A Hybrid Grasp-genetic Algo-
rithm for Mixed-model Assembly Line Balancing Problem Type 2”, In-
ternational Journal of Computing, Sep 2021.

[2] Lakhdar Belkharroubi, K. Yahyaoui, “Solving the mixed-model assem-
bly line balancing problem type-I using a Hybrid Reactive GRASP”, Pro-
duction Manufacturing Research, Apr 2022.

[3] Lakhdar Belkharroubi, K. Yahyaoui, “Solving the energy-efficient Robotic
Mixed-Model Assembly Line balancing problem using a Memory-Based
Cuckoo Search Algorithm”, Engineering Applications of Artificial Intelli-
gence, July 2022.

CONFERENCES:

[1] Lakhdar Belkharroubi, K. Yahyaoui, “Maximization of the assembly line
efficiency using an approach based on Genetic Algorithm”, in 2022 2nd
International Conference on Innovative Research in Applied Science, Engineer-
ing and Technology (IRASET), March 2022, Meknes, Morocco.

[2] Lakhdar Belkharroubi, K. Yahyaoui, “A Hybrid approach for the Mixed-
Model Assembly Line Balancing problem Type-II”, in 2021 11th IEEE
International Conference on Intelligent Data Acquisition and Advanced Com-
puting Systems: Technology and Applications (IDAACS), Sep 2021, Cracow,
Poland.





iii

Contents

List of Publications i

List of Figures vii

List of Tables ix

Abstract 1

1 Introduction 5
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2 Assembly Line Balancing Problem: State of the Art 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Definition of the assembly line balancing problem . . . . . . . . 18
2.3 Classification of the assembly line balancing problem . . . . . . 19

2.3.1 Simple assembly line balancing problem (SALBP) . . . . 19
2.3.2 General assembly line balancing problem (GALBP) . . . 23

2.3.2.1 Mixed-model assembly line balancing problem
(MiMALBP) . . . . . . . . . . . . . . . . . . . . 23

2.3.2.2 Multi-model assembly line balancing problem
(MuMALBP) . . . . . . . . . . . . . . . . . . . . 26

2.3.2.3 Robotic assembly line balancing problem (RALBP) 27
2.3.2.4 U-shaped assembly line balancing problem (UALBP) 30
2.3.2.5 Two-sided assembly line balancing problem (TALBP) 33
2.3.2.6 Parallel assembly line balancing problem (PALBP) 36
2.3.2.7 Mixed assembly line balancing problem (Mixed

ALBP) . . . . . . . . . . . . . . . . . . . . . . . . 37



iv

2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3 Energy Efficient Robotic Mixed Model Assembly line Balancing Prob-
lem 41
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 The energy-efficient robotic mixed-model assembly line balanc-

ing problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.2.1 Problem description and assumptions . . . . . . . . . . . 42
3.2.2 Mathematical formulation . . . . . . . . . . . . . . . . . . 44

3.3 The original Cuckoo Search Algorithm . . . . . . . . . . . . . . . 46
3.4 Memory-based Cuckoo Search Algorithm (MBCSA) . . . . . . . 47

3.4.1 Initialization of the first population . . . . . . . . . . . . 47
3.4.2 Generation of new cuckoo solution and memory usage . 47
3.4.3 Replacement of abandoned solutions . . . . . . . . . . . 48
3.4.4 Repair mechanism . . . . . . . . . . . . . . . . . . . . . . 50
3.4.5 Fitness evaluation . . . . . . . . . . . . . . . . . . . . . . 50

3.5 Numerical example . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.6 Computational results and discussion . . . . . . . . . . . . . . . 52
3.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4 The Mixed Model Assembly Line Balancing Problem Type 1 61
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 Problem description and mathematical formulation . . . . . . . 62

4.2.1 Problem description . . . . . . . . . . . . . . . . . . . . . 62
4.2.2 Mathematical formulation . . . . . . . . . . . . . . . . . . 62

4.3 Basic and Reactive GRASP . . . . . . . . . . . . . . . . . . . . . . 64
4.4 The proposed Hybrid Reactive Greedy Randomized Adaptive

Search Procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.4.1 The construction phase . . . . . . . . . . . . . . . . . . . 66
4.4.2 The local search phase . . . . . . . . . . . . . . . . . . . . 67
4.4.3 Evaluation of solutions . . . . . . . . . . . . . . . . . . . . 69
4.4.4 Updating of selection probabilities . . . . . . . . . . . . . 70

4.5 Computational results . . . . . . . . . . . . . . . . . . . . . . . . 70
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79



v

5 A Hybrid Grasp-genetic Algorithm for Mixed-model Assembly Line
Balancing Problem Type 2 83
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.2 Problem description and mathematical formulation . . . . . . . 84

5.2.1 Problem description . . . . . . . . . . . . . . . . . . . . . 84
5.2.2 Mathematical formulation . . . . . . . . . . . . . . . . . . 84

5.3 The proposed algorithms to solve the MiMALBP type 2 . . . . . 85
5.3.1 Genetic algorithm . . . . . . . . . . . . . . . . . . . . . . . 86
5.3.2 Greedy randomized adaptive search procedure (GRASP) 88

5.4 Numerical example . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.5 Discussion of obtained results . . . . . . . . . . . . . . . . . . . . 92
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

6 Maximization of the assembly line efficiency using an approach based
on Genetic Algorithm 97
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
6.2 Problem description and mathematical formulation . . . . . . . 98
6.3 The proposed genetic algorithm-based approach . . . . . . . . . 100

6.3.1 The Adopted approach . . . . . . . . . . . . . . . . . . . 100
6.3.2 The Adopted genetic algorithm . . . . . . . . . . . . . . . 102

6.4 Computational experiments . . . . . . . . . . . . . . . . . . . . . 104
6.5 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . 107
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

7 A Hybrid Approach for the Mixed-Model Assembly Line Balancing
problem Type-II 111
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.2 Problem description and mathematical formulation . . . . . . . 112

7.2.1 Problem description . . . . . . . . . . . . . . . . . . . . . 112
7.2.2 Mathematical formulation . . . . . . . . . . . . . . . . . . 112

7.3 The proposed HYBRID REACTIVE GRASP . . . . . . . . . . . . 113
7.4 Computational experiments . . . . . . . . . . . . . . . . . . . . . 115

7.4.1 Data sets and parameters . . . . . . . . . . . . . . . . . . 115
7.4.2 Results and discussion . . . . . . . . . . . . . . . . . . . . 116

7.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117



vi

8 Conclusions and Perspectives 119

Bibliography 123



vii

List of Figures

2.1 Line layouts: (A) straight line, (B) parallel line, (C) U-shaped line. 15
2.2 Mixed and Multi-Model assembly lines. . . . . . . . . . . . . . . 16
2.3 Precedence relations graph. . . . . . . . . . . . . . . . . . . . . . 19
2.4 Assembly line balancing problem classification. . . . . . . . . . 20
2.5 Combined precedence relations graph. . . . . . . . . . . . . . . . 24
2.6 Robotic assembly line. . . . . . . . . . . . . . . . . . . . . . . . . 28
2.7 U-shaped assembly line. . . . . . . . . . . . . . . . . . . . . . . . 31
2.8 Two-sided assembly line. . . . . . . . . . . . . . . . . . . . . . . . 33
2.9 Parallel assembly lines with a) independent workstations, b) multi-

line workstations. . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.1 Illustrative example. . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Generation of new solutions using the two-point crossover. . . . 48
3.3 Repair mechanism. . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4 Precedence relations diagrams of the numerical example. . . . . 52
3.5 Numerical example. . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.6 Numerical example. . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.1 The proposed construction phase. . . . . . . . . . . . . . . . . . . 66
4.2 The proposed local search method. . . . . . . . . . . . . . . . . . 68
4.3 The proposed evaluation method. . . . . . . . . . . . . . . . . . 69
4.4 Variation of selection probabilities while solving problem 1. . . 78
4.5 Variation of selection probabilities while solving problem 2. . . 78
4.6 Variation of selection probabilities while solving problem 3. . . 79
4.7 Variation of selection probabilities while solving problem 4. . . 79
4.8 Variation of selection probabilities while solving problem 5. . . 79
4.9 Variation of selection probabilities while solving problem 6. . . 79
4.10 Obtained number of workstations for problem 1 (a), problem 2

(b), and problem 3 (c). . . . . . . . . . . . . . . . . . . . . . . . . 80



viii

4.11 Obtained number of workstations for problem 4 (d), problem 5
(e), and problem 6 (f) . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.1 GA-GRASP hybridization. . . . . . . . . . . . . . . . . . . . . . . 86
5.2 One-point crossover. . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.3 Adopted GRASP approach for MiMALBP resolution. . . . . . . 90
5.4 Combined precedence graph. . . . . . . . . . . . . . . . . . . . . 92
5.5 Obtained solutions using GRASP. . . . . . . . . . . . . . . . . . . 93
5.6 Obtained Solutions using GRASP-GA. . . . . . . . . . . . . . . . 93
5.7 Model (A) workload, Model (B) workload, Average workload. . 95

6.1 Flowchart of the proposed approach to solve the SLBP-E. . . . . 101
6.2 One-point crossover . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.3 Swap mutation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104



ix

List of Tables

3.1 Model A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2 Model B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.3 Combined model A and model B . . . . . . . . . . . . . . . . . . 53
3.4 Used parameters to solve the numerical example . . . . . . . . . 54
3.5 The first and the final populations for the numerical example . . 54
3.6 Problems’ specifications . . . . . . . . . . . . . . . . . . . . . . . 54
3.7 Used parameters in the MBCSA . . . . . . . . . . . . . . . . . . . 55
3.8 Used parameters in the GA . . . . . . . . . . . . . . . . . . . . . 56
3.9 All executions of both algorithms for solving all problems. . . . 57
3.10 Details of the best-obtained solutions by both MBCSA and GA . 58
3.11 Comparison of best objective values obtained by the MBCSA

and the MLCSA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.1 Problem 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2 Problem 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.3 Problem 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4 Problem 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.5 Problem 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.6 Problem 6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.7 Problem 7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.8 Used parameters in the hybrid reactive GRASP for all problems 77
4.9 Numbers of solutions found by the hybrid Reactive GRASP for

each problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.10 Assignment of tasks of problem 1. . . . . . . . . . . . . . . . . . 81
4.11 Assignment of tasks of problem 2. . . . . . . . . . . . . . . . . . 81
4.12 Assignment of tasks of problem 3. . . . . . . . . . . . . . . . . . 81
4.13 Assignment of tasks of problem 4. . . . . . . . . . . . . . . . . . 81
4.14 Assignment of tasks of problem 5. . . . . . . . . . . . . . . . . . 81



x

4.15 Assignment of tasks of problem 6. . . . . . . . . . . . . . . . . . 81
4.16 Comparison of taken CPU time for solving problem 7 by the

Hybrid Reactive GRASP and LINGO solver. . . . . . . . . . . . 82

5.1 Model A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2 Model B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3 GRASP-GA parameters. . . . . . . . . . . . . . . . . . . . . . . . 92
5.4 Best sequences found in the final population . . . . . . . . . . . 94
5.5 Assignment of tasks to workstations . . . . . . . . . . . . . . . . 94

6.1 Problem 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2 Problem 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.3 Problem 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.4 Upper bounds used in generated problems . . . . . . . . . . . . 106
6.5 Used parameters in the Genetic Algorithm . . . . . . . . . . . . 107
6.6 Used parameters in the Hybrid Reactive GRASP . . . . . . . . . 107
6.7 Obtained results for problem 1 . . . . . . . . . . . . . . . . . . . 108
6.8 Obtained results for problem 2 . . . . . . . . . . . . . . . . . . . 108
6.9 Obtained results for problem 3 . . . . . . . . . . . . . . . . . . . 108
6.10 The best found solutions for all problems . . . . . . . . . . . . . 109

7.1 Problems characteristics . . . . . . . . . . . . . . . . . . . . . . . 116
7.2 Used parameters in the Hybrid Reactive GRASP . . . . . . . . . 116
7.3 Used parameters in the basic GRASP . . . . . . . . . . . . . . . . 116
7.4 Obtained results for problem 1 . . . . . . . . . . . . . . . . . . . 117
7.5 Obtained results for problem 2 . . . . . . . . . . . . . . . . . . . 117
7.6 Obtained results for problem 3 . . . . . . . . . . . . . . . . . . . 117



xi

List of Algorithms

1 Original Cuckoo Search Algorithm . . . . . . . . . . . . . . . . . . 46
2 A memory-based Cuckoo Search Algorithm . . . . . . . . . . . . 49





Abstract of thesis entitled

The resource optimization problem for complex

assembly lines

Submitted by Lakhdar BELKHARROUBI

for the degree of PhD in computer science

at University of Mustapha Stambouli Mascara

This thesis delves into the intricacies of resource optimization, with a spe-
cific focus on the Assembly Line Balancing Problem (ALBP) in the context of
complex assembly lines. In a world where advanced technologies have per-
meated various sectors, including industry, medicine, and the military, the ef-
ficient management of assembly lines becomes paramount. The fundamental
objective of this research is to enhance production processes by addressing the
complexities of assembly line balancing. This entails optimizing critical factors
such as cycle time, the number of workstations, and resource allocation. The
ALBP, central to this study, encompasses various forms, including the Mixed-
Model Assembly Line Balancing Problem (MiMALBP) and the Robotic Assem-
bly Line Balancing Problem (RALBP), each presenting unique complexities.
Moreover, as the industry diversifies and production requirements evolve, the
ALBP encounters novel characteristics and constraints, underscoring the need
for innovative solutions. Drawing on meta-heuristic approaches powered by
Artificial Intelligence, this thesis explores the efficient resolution of ALBP, as
well as its variants. The research also tackles the challenge of energy op-
timization in assembly lines designed for the mixed production of multiple
product models. Ultimately, this thesis navigates the ever-evolving industrial
landscape, offering insights into addressing the complexities of assembly line
balancing while harnessing the potential of advanced technologies and meta-
heuristic methods to optimize resources effectively.

Keywords: Meta-heuristics, Heuristics, Assembly lines, Artificial intelli-
gence, Optimization, Bio-inspired Algorithms.
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Abstract

Cette thèse explore les subtilités de l’optimisation des ressources, avec
un accent particulier sur le problème d’équilibrage des chaînes d’assemblage
(ALBP) dans le contexte de chaînes d’assemblage complexes. Dans un monde
où les technologies avancées ont imprégné divers secteurs, notamment l’industrie,
la médecine et l’armée, la gestion efficace des chaînes d’assemblage devient
primordiale. L’objectif fondamental de cette recherche est d’améliorer les pro-
cessus de production en abordant les complexités de l’équilibrage des chaînes
de montage. Cela implique d’optimiser des facteurs critiques tels que le temps
de cycle, le nombre de postes de travail et l’allocation des ressources. L’ALBP,
au cœur de cette étude, englobe diverses formes, notamment le problème d’équi-
librage des lignes à modèles mixtes (MiMALBP) et le problème d’équilibrage
des lignes robotisées (RALBP), chacun présentant des complexités uniques.
De plus, à mesure que l’industrie se diversifie et que les exigences de produc-
tion évoluent, l’ALBP rencontre de nouvelles caractéristiques et contraintes,
soulignant la nécessité de solutions innovantes. S’appuyant sur des approches
méta-heuristiques alimentées par l’intelligence artificielle, cette thèse explore
la résolution efficace de l’ALBP, ainsi que ses variantes. La recherche aborde
également le défi de l’optimisation énergétique dans les chaînes d’assemblage
conçues pour la production mixte de plusieurs modèles de produits. En fin de
compte, cette thèse explore un paysage industriel en constante évolution, of-
frant un aperçu de la manière de résoudre les complexités de l’équilibrage des
chaînes d’assemblage tout en exploitant le potentiel des technologies avancées
et des méthodes méta-heuristiques pour optimiser efficacement les ressources.

Mots Clés: Méta-heuristiques, Heuristiques, Chaînes d’assemblage, Intel-
ligence artificielle, Optimisation, Algorithmes bio-inspirés.
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Chapter 1

Introduction

In manufacturing environments, the production of a variety of products such
as electronics, automobiles, and furniture is based on important systems known
as assembly lines. In 1913, Henry Ford created the first assembly line in his au-
tomobile industry in America [1], and since that time, assembly lines are still
integrated into different kinds of industries. An assembly line is a set of work-
stations, and at each workstation, a set of tasks are performed while assem-
bling a product. A material handling system is used, such as a conveyor belt,
in order to move a product from one workstation to another one. Assigned
tasks can be performed by two types of operators: humans and robots. Hu-
man operators are used in order to complete some tasks that are not complex
and do not require high precision, whereas robots are used in order to perform
a set of repetitive tasks that require high precision. In some cases, humans
work in collaboration with collaborative robots known as Cobots [2].

The assembly line balancing is based on the optimization of one or several
resources, and this is the critical part of the installation of the line. Optimizing
several resources at the same time, the problem becomes more complex and
hard to solve. The problem related to the optimization of the assembly line is
known in the literature as the assembly line balancing problem (ALBP). The
ALBP is divided into several types, and in each type, there is more than one
version. Each version depends on the characteristics of the assembly line, in-
cluding the line layout and the resources to be optimized, such as the cycle
time, the number of workstations, the number of operators, the energy con-
sumed, etc [3]. The first publication of its mathematical formulation was in
1955 by Salveson [4], and since that time, several works have been done to
solve different ALBP versions using two types of methods: exact methods and
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approximation methods including heuristics and metaheuristics. The ALB is
one of the NP-hard problems, which cannot be solved in polynomial time [5].
Thus exact methods can only solve small instances. As a solution to this com-
plicated situation, researchers thought to use approximation methods in order
to find good solutions for optimization problems in a reasonable time.

Researchers have classified the ALBP into two categories: simple ALB
problems (SALBPs) and general ALB problems (GALBPs) [6]. This classifi-
cation is based on several factors, including the assembly line layout, the re-
sources to be optimized while designing the line, and the number of models
planned for production. For instance, the SALBPs category includes all ALB
problems related to simple lines that assemble only one model in a straight-
paced line, whereas the GALBPs category includes all problems related to as-
sembly lines having a set of characteristics that make them complex. Several
heuristics have been proposed in order to solve many SALB problems, such as
the ranked positional weight (RPW), the longest task time (LTT), the shortest
task time (STT), etc [7]. The problem is that, in most cases, a simple heuristic
cannot be used to solve recent complicated ALBP versions that generally be-
long to the GALBPs category. Therefore, several metaheuristics, such as the
Genetic Algorithm (GA), the Greedy Randomized Adaptive Search Procedure
(GRASP), the Ant Colony Optimization Algorithm (ACO), and the Cuckoo
Search Algorithm (CSA), have been proposed to solve many GALB problems.
As technology advances, new ALBP versions emerge with greater complexity
than prior versions, necessitating the development of new methods to solve
them.

1.1 Motivation

Nowadays, new advanced technologies are still integrated into several sectors,
such as industry, medicine, and the military, which has created several com-
plex real-world optimization problems that are harder to solve. On the other
hand, advances in computing and artificial intelligence allow researchers to
create new methods and techniques that can be used to find solutions to opti-
mization problems. With the appearance of the industry 4.0 concept, a variety
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of technologies have been integrated, such as the Internet of Things (IoT), Arti-
ficial Intelligence, the Cyber-Physical System (CPS), Augmented Reality (AR),
3D printing, etc [8]. All these technologies have been integrated in order to
achieve better production and monitoring.

The optimization of the assembly line is an important point when talking
about good production since it covers several resources, such as the cycle time,
by which we can determine the production rate in a specific period. Minimiz-
ing the number of workstations in the assembly line can also help manufactur-
ers achieve a good production process by minimizing the total idle time and
minimizing the total space occupied by the assembly line. Each ALB prob-
lem that has been solved aims to optimize one or multiple resources at the
same time, such as in the case of the ALBP type E, which aims to optimize
both the cycle time and the number of workstations together [9]. Other new
ALB problems have occurred in the industry, having new characteristics, such
as the mixed-model assembly line balancing problem (MiMALBP), the multi-
model assembly line balancing problem (MuMALBP), the robotic assembly
line balancing problem (RALBP), the U-shaped assembly line balancing prob-
lem (UALBP) and so on.

The mixed model assembly line balancing problem is more complex than
the simple one since it takes into consideration several models and constraints.
There exist several MiMALBP types, such as MiMALBP type 1, which aims to
minimize the number of workstations, and MiMALBP type 2, which aims to
minimize the cycle time [10]. The MiMALBP has occurred in the industry due
to the variation of customers’ demands for more than one model of the same
product. Several works have been done aiming at solving the MiMALB prob-
lems but there are some types that have not been solved due to the variation
of resources and characteristics. The complexity of the MiMALBP is higher
in comparison with the SALBP, and it increases when there is more than one
resource to be optimized in the line. In addition, the existence of several con-
straints in the problem makes it difficult to solve. The number of models to be
assembled in the line also influences the complexity of the problem, since each
model has its own properties and tasks.

The integration of robots into the assembly lines in order to accomplish
some complicated repetitive tasks has created a new problem known as the
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robotic assembly line balancing problem (RALBP). The hard part of the RALBP
is that we need to find not only the best assignment of tasks but also the best
assignment of robots. There are several RALBP types. For instance, RALBP
type 1 aims to minimize the number of workstations, RALBP type 2 aims to
minimize the cycle time; RALBP type cost, and RALBP type O [11]. In a robotic
assembly line, energy is an important resource, and we can find only a few
studies that have been done in order to minimize the total energy consumed in
the line by choosing the best set of robots that will be assigned to workstations.
Furthermore, all published works that aim to minimize energy consumption
focus only on those lines that are designed for the mass production of one
model.

Real-world optimization problems still appear in the industry sector, and
their complexity is increasing in comparison with those problems that have
already been solved. AI approaches such as meta-heuristics are the most com-
monly employed for solving these problems due to their efficiency, especially
when dealing with large-scale problems but the big challenge is to find the ap-
propriate meta-heuristic that can find good solutions for a specific optimiza-
tion problem. In the literature, we can find many several works that have used
meta-heuristics to solve ALBP problems including SALPB, MiMALBP, RALBP,
and other versions. Some ALB problems have not been taken into considera-
tion for many reasons, such as the variation of the line characteristics, the na-
ture of resources, the production type, the nature of operators, the nature of
tasks, etc.
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1.2 Contributions

The aim of this thesis is to study and solve some optimization problems that
occur in the assembly line and have an influence on some important resources,
such as the cycle time and energy consumed during production. In addition,
we address some assembly line balancing problems that have not been well
studied despite their importance in finding a good assembly line design in
order to achieve better production.

As contributions, we have published six scientific researches including
three articles published in journals indexed in some bases such as Scopus, two
conference papers with proceedings published in IEEE Xplore, and a chapter
included in a book published in WILLY library. Our contributions are detailed
as follows:

In the first contribution [12], the energy efficient robotic mixed-model as-
sembly line balancing problem is addressed. The main goal of solving this
problem is to minimize energy consumption in robotic assembly line where
each robots has its own properties. To solve this complicated problem, we
have proposed a memory based cuckoo search algorithm (MBCSA). The per-
formance of the proposed MBCSA is tested on six different problems, and
the obtained results are compared with those obtained by two other meta-
heuristics.

In the second contribution [13], we have addressed the mixed-model as-
sembly line balancing problem type 1 that aims to minimize the number of
workstations in the line. To solve this problem, we have proposed a hybrid re-
active greedy randomized adaptive search procedure (HRGRASP). The HRGRASP
is based on four principal steps, the construction phase, the local search phase,
the evaluation of obtained solutions, and the update of selection probabilities.
In the construction phase, we have used the shortest processing time heuris-
tic in order to construct a solution. Obtained solutions are replaced by their
best neighbors in the local search phase by applying a simple neighborhood
procedure. The proposed HRGRASP is tested on seven problems, and its per-
formance is compared with other methods.

In the third contribution [14], we have proposed a hybridization between
two meta-heuristics in order to solve the mixed-model assembly line balancing
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problem type 2 that aims to optimize the cycle time of the line. The two meta-
heuristics are the famous genetic algorithm (GA) and the greedy randomized
adaptive search procedure (GRASP). The aim of using the GRASP in this study
is to create a set of feasible solutions for the addressed problem. The created
set is used as the first population in the genetic algorithm. In order to cre-
ate a solution in the GRASP, we used ranked positional weight (RPW) in its
construction phase, and to ameliorate the solution, a neighborhood procedure
is used in the local search phase. The proposed hybridization is tested on a
numerical example.

In the fourth contribution [15], we have addressed the simple assembly
line balancing problem type E that aims to optimize both the cycle time and
the number of workstations at the same time. As a solution to this problem,
we have proposed an approach that is based on the genetic algorithm (GA).
We have generated three different problems in order to evaluate our approach,
and each problem was solved several times according to the problem data.
The obtained results are compared with those obtained by the reactive greedy
randomized adaptive search procedure.

In the fifth contribution [16], we have proposed a hybridization between
the ranked positional weight (RPW) heuristic and the reactive greedy random-
ized adaptive search procedure (RGRASP) in order to solve the mixed-model
assembly line balancing problem type 2. The RPW is used in the construction
phase of the RGRASP to build feasible solutions. In the local search phase
of the RGRASP, we have used a local search method that aims to find better
neighbor solutions. Three problems of different sizes are generated to test the
proposed algorithm.

1.3 Thesis Outline

This chapter begins with an introduction, followed by our motivation and a
discussion of our contributions. The remainder of this thesis includes seven
chapters as follows:

The state of the art (as chapter 2) in which the background of this thesis
is provided and is organized as follows; we first discuss the assembly lines,
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different types. Secondly, we define the assembly line balancing problem and
give its general mathematical formulation. Then, we provide the classification
of the ALB problems. Next, we present the optimization methods used by
researchers to solve the ALB problem. Finally, we provide the state of the art.

In chapter 3, we introduce the first contribution, which is related to the
energy efficient robotic mixed model assembly line balancing problem. This
chapter is organized as follows; we first start with an introduction, then we de-
fine the energy efficient RMiMALBP problem, and next we explain our memory-
based cuckoo search algorithm used to solve this problem. Then we provide
our results and the related discussion before concluding the chapter.

Chapter 4 presents the second contribution in which we have solved the
mixed model assembly line balancing problem using the hybrid reactive GRASP.
This chapter starts with an introduction. Secondly, we provide the definition of
the problem and its mathematical formulation. The proposed hybrid reactive
GRASP is then presented, and the results are discussed. Finally, we conclude
the chapter.

In Chapter 5, we introduce our third contribution, in which we proposed
a hybridization between the GRASP and the GA in order to solve type 2 of the
mixed model assembly line balancing problem. First, an introduction to the
chapter is provided, then the mixed model assembly line balancing problem is
defined. Next, we introduce the proposed hybrid GRASP genetic algorithm.
After that, we discuss the results and we conclude the chapter.

Chapter 6 presents the fourth contribution, in which we have solved the
mixed model assembly line balancing problem type 2 using a hybridization
between the reactive GRASP and the RPW. This chapter starts an introduction,
then we define the problem with its assumptions and mathematical formu-
lation. Next, we explain our approach used to solve the problem. Then we
provide the results of the study, and we finish the chapter with a conclusion.

Chapter 7 provides the fifth contribution in which we have solved the sim-
ple assembly line balancing problem type E using a genetic algorithm based
approach. It is organized as follows; first we begin with an introduction, then
we present the SALBP type E and its mathematical formulation. Then, we ex-
plain our genetic algorithm-based approach. Next, the results are provided
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with the corresponding discussion. Finally, we conclude the chapter.

The last chapter concludes the thesis and all the work carried. It reca-
pitulates the challenges, contributions, and summaries our findings. It also
presents future perspectives that can be followedup by this thesis.
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Chapter 2

Assembly Line Balancing Problem:
State of the Art

2.1 Introduction

The aim of the assembly process is to bring together two more work-pieces in
order to create a specific product. The work-pieces are added successively in
each workstation until a final product is completed. Historically, the assembly
lines were introduced by Henry Ford in order to achieve good management
in his automobile industry [17]. The first assembly lines were simple and de-
signed for mass production for only one model such as in the case of Henry
company which was created to produce one car model. The assembly line is
composed of a set of workstations and a material handling system, such as the
conveyor belt. The material handling system links all workstations and moves
the product from one workstation to another in order to complete the assem-
bly process [18]. The rhythm of the material handling system differs from one
assembly line to another. For instance, simple assembly lines are considered
paced. In some assembly lines, workstations are decoupled by buffer stocks,
which hold the item when the next station is still working on the previous item
[19].

During the production process, a set of assembly tasks is performed in
each workstation to complete one product, and each workstation has a work-
station time equal to the sum of all task times of assigned tasks [20]. The cycle
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time by which we can determine the period between two successive accom-
plished products (the production rate), and equal to the maximum worksta-
tion time in the assembly line [21]. The difference between the cycle time and
the workstation time is known as the idle time. In other words, idle time is
the period in which the workstation is inactive [22]. The nature of task times
varies from one assembly line to another. For instance, in the case of the man-
ual assembly line where human operators perform the tasks, the task times are
considered stochastic due to several factors, including the skills and motiva-
tion of human operators [19].

The initial assembly lines were completely manual, which meant that only
human operators were used to complete assembly tasks [23]. Over time, robots
were introduced into assembly lines as a new sort of operator in order to
achieve high automation [24]. The introduction of robots has created a new
assembly line version known as the robotic assembly line. The benefit of us-
ing robots in assembly lines is that it reduces labor costs and variability in task
times from manual work [25]. Unlike human labor, robots can be programmed
to perform different assembly tasks without the worry of fatigue. Robotic as-
sembly lines are more flexible and are characterized by both their speed of
production and the quality of their products [26]. Collaborative robots, or
cobots, may aid in the implementation of a dynamic productive cell capable
of supporting multi-model production while being more adaptable to model
and volume changes [27].

There are several assembly line versions, and each version depends on
its characteristics such as the assembly line rhythm, the operators used in the
line, the assembly line design (or shape), and the type of production. As dis-
cussed before, the rhythm of the assembly line can be paced or unpaced in
the case of using buffers with workstations, and for the operators, there are
two types; humans and robots, which can be used separately or together to
perform assembly tasks. For the assembly line shapes, there are several ones,
including the straight shape, the U shape, and the parallel shape. In straight
assembly lines, workstations are placed in a serial manner and the product
moves in a straight direction, whereas in U-shaped assembly lines, the flow of
the product has the form of the letter "U" as shown in fig 2.1. In the case of
parallel lines, two or more neighboring lines are located in parallel and can be



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1: Line Layouts (A) straight line, (B) parallel line, (c) U-shaped Line. 

balanced with common workstations that perform tasks for all lines or with independent 

workstations[28]. 

 

Regarding the type of production, there are three types of assembly lines; 

simple assembly lines(SAL), mixed-model assembly lines (MiMAL), and multi-

model assembly lines (MuMAL).    The SAL is the first version of the assembly 
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Figure 2.2: Mixed and Multi-Model assembly lines.

line. This type of line is used for the mass production of one model [29]. The
MiMALs are more complex than the SALs, they can assemble more than one
model of the same product in an intermixed sequence with one configuration
[30]. The MuMALs are used to assemble more than one model of the same
product in batches. As shown in fig 2.2, in MuMAL the number of models is
more than one in each batch, unlike in MiMAL [31].

Customers nowadays look for products that have different product vari-
ants with different distinguishing qualities from other products on the mar-
ket. Manufacturing companies face the challenge of upgrading their assembly
lines, and the increased demand for a variety of different products with differ-
ent characteristics is the main reason for the creation of flexible assembly lines
such as mixed-model and multi-model assembly lines, which can meet market
demands.

Designing an assembly line is difficult and complex since it takes into con-
sideration not only the characteristics of the line but the resources to be opti-
mized. In addition to the cycle time and the number of workstations, there are
other resources that can influence the design of the assembly line, such as the
number of operators (humans and robots) and the energy consumed during
the assembly process. In addition to the basic constraints of the ALBP, some
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other constraints can influence the complexity if they must be taken into con-
sideration when solving the problem such as zoning constraints [32].

The assembly lines are so important and need good design and planning
since they play a crucial role in the production of different kinds of products.
The ALBP is the challenge of optimizing an assembly line by maximizing or
minimizing numerous criteria measurements. In this chapter, the background
of this thesis is provided.
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1.2 Definition of the assembly line balancing prob-

lem

An assembly line consists of workstations K=1,...,m arranged along a mechan-
ical handling system. The workpieces move from one workstation to another
one in a unidirectional manner. At each workstation, a set of tasks T=1,...,n
are repeatedly performed regarding the cycle time. The time needed to com-
plete a task j is known as task time tj. Partitioning the available tasks among
the workstations with respect to a set of predefined objectives is known as the
Assembly Line Balancing Problem (ALBP) [5].

The assembly tasks are represented in a graph G known as the precedence
graph which illustrates the precedence relations between all the tasks. The
assignment of tasks to workstations is restricted by precedence relations and
by other constraints, such as zoning constraints in some cases. If there is no
zoning constraints, then any task can be performed at any workstation. The
workload of workstation k is determined by the set of tasks Sk assigned to it.

The basic constraints of the assembly line balancing problem are as fol-
lows; All available assembly tasks must be assigned. An assembly task must
be assigned to only one workstation. If task i precedes task j, then, task i must
be assigned before task j. The sum of the task times for tasks in Sk is known as
the workstation time. If the cycle time C is given, then, the workstation time
t(Sk) must not exceed C. If t(Sk) < C, the workstation K has an idle time that is
equal to c - t(Sk) time units in one cycle.

In the illustrative example fig 1.3, we have a precedence graph of one
product. The number inside the circle is the task ID that is used in the problem,
and the number outside the circle is the task time. To complete this product,
8 tasks must be completed, respecting the precedence relations. For example,
we cannot perform task 7 before completing tasks 1, 2, 4, and 5. For this exam-
ple, a feasible balance with m = 4 workstations and cycle time c = 5 is given by
workstation loads s1 = 1, 3, 4, s2 = 2, 5, s3 = 6, 7 and s4 = 8 with an idle time = 2
in workstation s4. Another feasible balance with m = 3 workstations and cycle
time c = 6 is given by s1 = 1, 2, 3, s2 = 4, 6, s3 = 5, 7, 8 with no idle time.
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Figure 2.3: Precedence relations graph.

2.3 Classification of the assembly line balancing prob-

lem

The assembly line balancing problem is classified into two categories, the sim-
ple assembly line balancing problem (SALBP) and the general assembly line
balancing problem (GALBP). The SALBP occurs in simple assembly lines and
it has specific assumptions. If an ALB problem has different assumptions in
comparison with the SALBP, then we can consider it like a general assembly
line balancing problem [34]. The GALBP regroups several ALB problems that
have appeared with the advancement in technologies and assembly lines. The
classification of the ALBP is as follows.

2.3.1 Simple assembly line balancing problem (SALBP)

The simple assembly line balancing problem is the best-known and best-studied
among the family of ALB problems. Although the complexity of SALPB is far
from Regarding the complexity of real-world line balancing, it is considered
as the core problem of the ALB. There are four SALBP problems, SALBP type
1 (SALBP-1), SALBP type 2 (SALBP-2), SALBP type E (SALBP-E), and SALBP
type F (SALBP-F) [35, 36]. In the SALBP-1, the aim is to minimize the num-
ber of workstations for a fixed known cycle time, and in the SALBP-2 the aim
is to minimize the cycle time for a fixed known number of workstations. The
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Figure 2.4: Assembly line balancing problem classification.



2.3. Classification of the assembly line balancing problem 21

SALBP-E aims to optimize both the cycle time and the number of workstations
at the same time [37]. In the SALBP-F both the cycle time and the number of
workstations are known and the aim is to find a feasible assembly line [38, 39].

According to [18, 40, 41] the simple assembly line balancing problem has
the following assumptions:

• An assembly task cannot be split among two or more workstations.

• The line is paced with a common fixed cycle time.

• The line is considered to be serial.

• No parallel elements or feeder lines.

• The sequence of tasks to be processed is restricted by precedence rela-
tions.

• No other constraints besides precedence relations.

• Task times are considered deterministic.

• Assembly tasks are processed in a predetermined mode.

• Mass production of only one product.

• All Workstations are equally equipped with workers and machines.

In the literature, we can find several works that have been done to solve
a variety of simple assembly line balancing problems using exact methods
and approximation methods. Baybars et al. [40] have developed an efficient
single-pass heuristic method that can find good solutions for the deterministic
SALBP. Pastor et al. [42] have proposed an improved mathematical program
to solve both the SALBP type 1 and the SALBP type 2. The key idea in this
work is based on the upper bound on the number of workstations for SALBP-
1 and on the upper bound on the cycle time for SALBP-2. Sewell et al. [43]
have proposed a branch, bound, and remember algorithm for the SALBP. The
proposed algorithm combines a variety of methods to create an approach that
is computationally superior to all exact algorithms that were reported in the
literature.
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Wei et al. [44] have proposed a solution procedure to solve the SALBP
type E that combines the SALBP-1 and SALBP-2. Kilincci et al. [45] have de-
veloped a Petri net-based heuristic in order to solve SALBP type 2. They de-
veloped three versions of the heuristic by integrating forward, backward, and
bidirectional procedures. They also implemented a binary search procedure
in order to improve the solution. Blum et al. [46] have proposed a hybridiza-
tion between two meta-heuristics the ant colony optimization (ACO) and the
beam search to tackle the siSALBP type 1. Esmaeilbeigi et al. [47] have pro-
posed a mixed integer linear programming formulation in order to solve the
SALBP type E. Furthermore, two enhancement techniques in the form of valid
inequalities and auxiliary variables are proposed to strengthen the presented
formulation even further.

Kilincci et al. [48] have developed a different heuristic approach based
on the P-invariants of Petri nets to solve the SALBP type 1. Zhang et al. [49]
have proposed an improved immune algorithm for the simple assembly line
balancing problem type-1. Zhang et al. [50] have proposed An integer-coded
differential evolution algorithm for SALBP type 2. Pereira et al. [51] have de-
veloped empirical evaluation of lower bounding methods for the SALBP with
the aim of minimizing the number of workstations in the line. Goncalves et al.
[52] have proposed a hybrid genetic algorithm with a local search to tackle the
SALBP type 1.

Gokcen et al. [53] have developed a goal-programming approach based
on an integer programming formulation to solve the simple U-line balancing
problem with the aim of minimizing the number of workstations. Dou et al.
[54] have proposed a feasible task sequence-oriented discrete particle swarm
algorithm to solve the SALBP type 1. Jirasirilerd et al. [55] have developed a
variable neighborhood strategy adaptive search in order to solve SALBP type 2
in the garment industry. Saltzman et al. [56] have presented a two-process im-
plicit enumeration algorithm for the SALBP with the objective of minimizing
the largest station number to which a task is assigned. Sikora et al. [57] have
proposed an integer-based formulation for the SALBP with multiple identical
tasks with the aim of minimizing the cycle time.

Arik et al. [58] have proposed a mixed integer programming model to
solve the SALBP type 1 with grey demand and grey task durations. Ravelo et
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al. [59] have proposed in their work approximation algorithms to solve SALB
problems including SALBP-1, SALBP-2, and SALBP-E. Emrani et al. [60] have
used a mathematical model to solve SALBP type 1 under task deterioration.
Baskar et al. [61] have proposed and analyzed a few heuristics based on slope
indices that can be used to tackle the SALBP type 1. Toklu et al. [62] have
proposed a fuzzy goal programming model for the simple U-line assembly
line balancing problem with the aim of optimizing several conflicting goals.
Lalaoui et al. [63] have developed an adaptive generalized simulated annealing
using a fuzzy inference system for the SALBP type 1. Xu et al. [64] have used
a tabu search algorithm for type 2 u-shaped simple assembly line balancing
problem which considers workload smoothing as the secondary objective. In
our study [15], we proposed a genetic algorithm-based approach to solve the
SALBP type E.

2.3.2 General assembly line balancing problem (GALBP)

Real-world ALB problems have other and more complex characteristics in
comparison with those of the SALBP. This difference has created new ALB
problems that fall under the general assembly line balancing problems cate-
gory. In GALBP, the assumptions of the SALBP are relaxed in order to corre-
spond to the real environment [35]. Several GALB problems can be found in
the literature such as the mixed-model ALBP, robotic ALBP, U-shaped ALBP,
Two-sided ALBP, and parallel ALBP. As shown in fig 2.4, each GALBP has four
types (type 1, type 2, type E, and type F), furthermore, there is another category
named mixed ALBP that regroups those problems that are mixed in terms of
line layout, number of models, number of sides and so on.

2.3.2.1 Mixed-model assembly line balancing problem (MiMALBP)

The mixed-model assembly line balancing problem (MiMALBP) is a critical
problem that takes into consideration the tasks of all models when balancing
the line. In order to decrease the complexity of the MiMALBP, it can be trans-
formed into SALBP using two different methods; using the adjusted task pro-
cessing times or combining all precedence graphs of all models in one graph
called the combined precedence graph as shown in fig 2.5 [65]. The MiMALBP
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Figure 2.5: Combined precedence relations graph.

is also classified into four types; type 1, type 2, type E, and type F. All these
problem types have the same objectives as those types of the SALBP.

In the literature, we can find several studies that have been done to solve
a variety of MiMABLP types. Noorul et al. [66] have addressed the MiMALBP
type 1. They proposed a hybridization between the classical genetic algorithm
and the ranked positional weight (RPW) heuristic. Mamun et al. [67] have
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proposed a genetic algorithm-based procedure to solve the MiMALBP with
the aim of minimizing the total number of workstations. Akpinar et al. [68]
have addressed the MiMALBP type 1 with sequence-dependent setup times.
In order to solve the problem, they proposed a hybridization between the ant
colony optimization (ACO) and the genetic algorithm (GA). Sadeghi et al. [69]
have proposed a variable neighborhood descent method in order to solve the
MiMALBP with the objectives of minimizing the number of workstations and
smoothing the operator’s workload.

Thiruvady et al. [70] have presented an ant colony optimization approach
which is based on learning permutations of the operations in order to solve the
MiMALBP type 1. Lalaoui et al. [71] have developed a versatile generalized
simulated annealing using a fuzzy controller to tackle the MiMALBP type 2.
Zhang et al. [72] have addressed a robust MiMALBP with interval task times.
To solve the problem, they proposed a genetic algorithm in hybridization with
a local search procedure and a discrete Levy flight. Gokcen et al. [73] have
developed a binary integer formulation for the MIMALBP type 1. El-Alfy et
al. [74] have addressed a multi-objective MiMALBP in order to minimize the
idle time at the workstations, reduce the delay and avoid waste of production,
improve the quality of assembled products, minimize the number of work-
stations. Erel et al. [75] have presented a shortest-route formulation of the
MiMALBP. The formulation is based on an algorithm that is used to solve the
single-model version. The objective of the study is to minimize the sum of idle
times in the line.

Gokcen et al. [76] have addressed the MiMALBP type 1, and to solve it,
they proposed a goal programming model based on the concepts of earlier re-
searchers, and other models developed for the SALBP. In our contribution [14],
we proposed a hybridization between the greedy randomized adaptive search
procedure (GRASP) and the genetic algorithm in order to solve the MiMALBP
type 2. The ranked positional weight heuristic is used in the GRASP to con-
struct the solutions. In our second contribution [13], we solved the MiMALBP
type 1 using a Hybrid reactive greedy randomized adaptive search procedure
(RGRASP). Sivasankaran et al. [77] have presented seven priority rules in con-
junction with a station-oriented approach in order to solve the MiMALBP type
2. Zhang et al. [78] have designed an ant colony optimization algorithm to
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solve the MiMALBP with aim of minimizing the number of workstations.

Zhang et al. [79] have proposed a multi-objective genetic algorithm for
the MiMALBP in order to minimize the cycle time of the line based on the
demand ratio of each model. Razali et al. [80] have proposed mathematical
modeling of the MiMALBP type 2 with resources constraints. Liu et al. [81]
have proposed an improved genetic algorithm to solve the MiMALBP with
objectives of minimizing station complexity, minimizing workload differences
between different models, and maximizing productivity. Lia et al. [82] have
developed a decentralized approach using a multi-agent-based framework to
solve the MiMALBP type 1. In this system, a tabu search technique is applied
in the line balancing process. A modified ranked positional weight is used to
produce the initial solution, and a restricted neighborhood strategy is used to
adjust the workloads of machines. Hop et al. [83] has addressed the MiMALBP
with fuzzy processing time, and with the aims of minimizing the number of
workstations, minimizing the total idle time, and maximizing the balancing co-
efficient. To solve the problem, a fuzzy binary linear programming model was
formulated. Burduk et al. [84] have presented a heuristic and simulation-based
approach for balancing both mixed and multi-model assembly line balancing
problems.

2.3.2.2 Multi-model assembly line balancing problem (MuMALBP)

The multi-model assembly line balancing problem is related to those lines that
produce different models in batches. The size of each batch is more than one,
and the configuration of the assembly line is changed when a new batch is
started, unlike the mixed-model assembly line which is designed one time with
one configuration by which several models can be assembled in an intermixed
sequence.

Regarding the literature, the MuMALBP is the least studied in compar-
ison with all the author ALB problems. Chen et al. [85] have developed a
two-phase adaptive genetic algorithm to solve MuMALBP in the thin film
transistor-liquid crystal display. The objectives of this study are to minimize
the number of assigned workers and the workstations opened. Hao et al. [86]
have proposed a genetic algorithm for the MuMALBP. Jafari et al. [87] have
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presented a multi-objective mixed-integer linear programming model for bal-
ancing a multi-model assembly line with three objectives (minimizing the cycle
time, maximizing the number of common tasks assigned to the same worksta-
tions, and maximizing the level of workload distribution smoothness between
workstations). Pereira et al. [88] has addressed the MuMALBP found in the
textile industry, and to solve the problem, a hybrid method that combines clas-
sical methods for line balancing with an estimation of distribution algorithm.

2.3.2.3 Robotic assembly line balancing problem (RALBP)

The RALBP is a complex problem related to those lines that require robots in
order to perform some repetitive, complex tasks (see fig 2.6). In this problem,
there are two types of assignments; the assignment of tasks and the assignment
of robots. The assignment of robots is based on several objectives, for instance,
choosing the best robots that can complete tasks in a minimal amount of time,
choosing the best robots that consume less energy, and so on. The RALBP is
classified into several types; type 1, type 2, type E, type F, type Cost, and type
O. The objectives in (type 1, type 2, type E, and type F) are the same as the
other ALB problems. A RALBP is classified as a type Cost if the monetary and
economic aspects are the main objective in the configuration of the line. Prob-
lems that are not classified as types 1, 2, E, F, and cost will be classified in type
O (O for others) [11]. Like other ALB problems, the assumptions of the RALBP
change depending on the situation, but there are some basic assumptions used
in modeling the problem:

• The robotic assembly line is balanced for a single model.

• The assembly tasks are the smallest work element and cannot be subdi-
vided among two or more workstations.

• The task times are deterministic.

• The precedence relations between tasks are known.

• The workstation can be used to execute any task if its robot is capable of
completing it.

• Only one robot is assigned to a workstation.

• All robots can be used without any capacity limitation or breakdown.
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Figure 2.6: Robotic assembly line.

• The robot movement, tool changing, and setup times are negligible.

Concerning the literature, the RALBP has been addressed in several works.
Li et al. [89] have addressed a cost-oriented RALBP with setup times to min-
imize the cycle time and total purchasing cost simultaneously. In order to
formulate the problem, they developed a mixed-integer programming model,
and to solve it, they developed two algorithms, the elitist non-dominated sort-
ing genetic algorithm (NSGA-II) and an improved multi-objective artificial bee
colony (IMBCA). Sun et al. [90] have proposed an effective hybrid algorithm
fusing the estimation of distribution algorithm, and branch-and-bound (B&B)
based knowledge to solve the RALBP with the aim of minimizing the cycle
time of the line. Abidin et al. [91] have proposed a goal programming ap-
proach to solve the RALBP with the objectives of minimizing the cycle time,
number of workstation and robot cost. Li et al. [92] have addressed the RALBP
type 2. They have developed four mixed-integer linear programming models
encoded in CPLEX for small-sized problem instances, and to solve large-sized
problems, they proposed two simulated annealing algorithms: original simu-
lated annealing algorithm and restarted simulated annealing algorithm.

Borba et al. [93] have proposed lower bound, exact, and heuristic algo-
rithms for the RALBP type 2. In the lower bound, the chain decomposition
is used to explore the graph dependencies, and the exact approach includes a
linear mixed-integer programming model and a branch-bound-and-remember
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algorithm. he heuristic is an iterative beam search. Cil et al. [94] have de-
veloped an efficient iterative beam search algorithm to solve the RALBP with
the aim of minimizing the cycle time. Daoud et al. [95] have proposed two
meta-heuristics which are the ant colony optimization (ACO), and the parti-
cle swarm optimization (PSO) to solve the RALBP with the aim of maximizing
the line efficiency (type E). Daoud et al. [96] have addressed the RALBP type E.
They have used a discrete event simulation model to evaluate the performance
of the system. Also, they have proposed three resolution methods which are
based on the ant colony optimization, particle swarm optimization, and ge-
netic algorithm. Gao et al. [97] have proposed an innovative genetic algorithm
hybridized with local search to solve the RALBP type 2.

Janardhanan et al. [98] have addressed the RALB type 2 by considering the
sequence-dependent setup times. They formulated a mathematical model for
the problem, and to solve small-sized problems, they used the CPLEX solver.
Also, they implemented a migrating birds optimization (MBO) algorithm and
some meta-heuristics to solve the problem. Kim et al. [99] have addressed
the RALBP taking into consideration the limited space to store the parts and
tool capacity of the robot hand. To solve this problem they proposed a cutting
plan algorithm. Levitin et al. [100] have proposed a genetic algorithm to solve
the RALBP with the aim of maximizing the production rate of the line (type
2). Rabbani et al. [101] have developed an augmented Multi-Objective particle
swarm optimization (AMOPSO) in order to solve mixed model four-sided as-
sembly line balancing problem considering the collaboration of humans and
robots. Mukund et al. [102] have proposed a particle swarm optimization
method (PSO) to solve the RALBP with the objectives of minimizing the cy-
cle time and maximizing the production rate. The results obtained by the PSO
are improved by using a local exchange procedure.

Mukund et al. [103] have proposed two bio-inspired search algorithms
which are the particle swarm optimization (PSO), and hybrid cuckoo search
and particle swarm optimization (CS-PSO) to solve the RALBP type 2. pant
et al. [104] have addressed the RALBP with the aim of maximizing the line
efficiency by minimizing the energy consumption of the assembly line. To
solve the addressed problem, two meta-heuristics were implemented: parti-
cle swarm optimization (PSO) and differential evolution (DE). Pereira et al.
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[105] have addressed the cost-oriented RALBP to maximize line efficiency. To
solve the problem, they proposed an elitist memetic algorithm, a combina-
tion of a genetic algorithm with other optimization methods. Chi et al. [106]
have addressed the RALBP with two objectives. The primary objective is to
minimize the number of workstations, and the secondary objective is to min-
imize the energy consumption of the line. To formulate the problem, they
proposed a mixed-integer linear programming (MILP). A simulated anneal-
ing algorithm was developed to solve the problem. Yousefelahi et al. [107]
have proposed three versions of multi-objective evolution strategies (MOES)
to solve the RALBP with the objectives of minimizing the total cycle time of the
line, robot setup costs, and robot costs. Zhou et al. [108] have proposed an im-
proved multi-objective immune clonal selection algorithm to solve bi-objective
RALBP (minimizing assembly line area and the cycle time) considering time
and space constraints.

2.3.2.4 U-shaped assembly line balancing problem (UALBP)

The U-shaped assembly line balancing problem (UALBP) is one of the com-
plex general ALB problems. It is related to those assembly lines that have a
U-shaped layout. In a U-shaped assembly line workstations are arranged in a
U-shaped layout. The advantage of the U-shaped line is that some worksta-
tions can be revisited for some assembly tasks. In addition to this advantage,
some workstations which are idle be exploited to perform other assembly tasks
which helps to improve workstation utilization [3]. Another characteristic of
the U-shaped assembly line is that some tasks share the same operator (hu-
man or robot) are shown in fig 2.7. This characteristic does not change the
precedence relations constraints [35].

Several works that have dealt with the UALBP can be found in the liter-
ature. Pinarbasi et al. [109] has proposed two chance-constrained nonlinear
models for the UALBP with aim of minimizing the number of workstations.
the first model belongs to the mixed-integer programming (MIP) category, and
the second one is constraint programming (CP). Yilmaz [110] has addressed an
integrated bi-objective objective U-shaped assembly line balancing and parts
feeding problem. The problem includes two different objectives, namely min-
imizing the operational cost and maximum workload imbalance. The second
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Figure 2.7: U-shaped assembly line.

version of the augmented ϵ-constrained (AUGMECON2) method was used to
find the Pareto-optimal solutions. Sahin et al. [111] have developed a group-
ing genetic and simulated annealing algorithms to solve UALBP type 2. For
medium and small-sized problems, they used a mathematical formulation. Li
et al. [112] have addressed the UALBP type 1 with uncertain task times. An un-
certain programming model was used in this study to minimize the number of
workstations with uncertain task times and to find the optimal solution, they
implemented a method based on branch and bound and remember algorithm.

Zhang et al. [113] have dealt with the UALBP considering the preventive
maintenance scenarios. The objectives of this work are minimizing the cycle
time and total assignment plan alteration cost. To solve the problem, they
implemented a multi-objective JAVA algorithm. Zhang et al. [114] have pro-
posed an improved flower pollination algorithm for solving the UALBP type 2
with energy consideration. Nourmohammadi et al. [115] have implemented a
water-flow-like algorithm to solve the UALBP with two objectives: maximiz-
ing line efficiency as a primary objective and minimizing the workload varia-
tion as a secondary objective. Zhang et al. [116] have addressed the UALBP
type 2 with workers assignment. To solve the problem, they used an enhanced
migrating birds optimization (EMBO). Ajenblit et al. [117] have developed a
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genetic algorithm in order to solve the UALBP with the aim of minimizing the
number of workstations. Avikal et al. [118] have proposed a heuristic based on
the critical path method to deal with the UALBP with aim of minimizing the
number of workstations in line.

Fattahi et al. [119] have proposed an efficient integer programming formu-
lation with logic cuts for the UALBP with the aim of minimizing the number of
workstations on the line. Ghadiri et al. [120] have addressed the UALBP type 1.
To solve the problem, they developed a competitive hybrid approach based on
the grouping evolution strategy algorithm. The proposed approach is based
on two heuristics: the ranked positional weight (RPW) and COMSOAL algo-
rithm. Hwang et al. [121] have solved the UALBP with the aim of minimizing
the number of workstations by using a multi-objective genetic algorithm. Jon-
nalagedda [122] have used a simple genetic algorithm in order to minimize
the cycle time in a U-shaped assembly line (UALBP type 2). Li et al. [123]
have proposed a heuristic approach based on multiple rules and an integer
programming model to solve the UALBP with the aim of minimizing the cycle
time. Li et al. [124] have proposed a branch-bound-and-remember algorithm
to solve the UALBP with the aim of minimizing the number of workstations.

Li et al. [125] have developed an enhanced beam search heuristic algo-
rithm based on five lower bounds and four dominance rules to solve both the
UALBP type 1 and UALBP type 2. Sresracoo [126] have proposed a differential
evolution algorithm to solve the type 1 UALBP. Khorram et al. [127] have pre-
sented hybrid meta-heuristic algorithms to solve the UALBP with aim of opti-
mizing simultaneously the number of workstations, activity performing qual-
ity, and equipment cost. Ogan et al. [128] have proposed a branch and bound
method to solve the UALBP with the aim of minimizing the total equipment
cost. Zhang et al. [129] have used an exact method to minimize the number of
workstations in a UAL (UALBP type 2). Zhang et al. [130] have proposed an
integer programming formulation to solve the UALBP type 1 with fuzzy task
times. The proposed model was implemented in Lingo solver 9.0 extended
version.
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Figure 2.8: Two-sided assembly line.

2.3.2.5 Two-sided assembly line balancing problem (TALBP)

The assembly lines can be classified into two categories, one-sided assembly
lines, and two-sided assembly lines. The two-sided assembly lines are gener-
ally used to assemble large-sized products such as trucks, buses, and cars. The
two-sided assembly lines generally have a pair of workstations facing each
other almost in all operations [5]. For instance, in fig 2.8, workstation 1 and
workstation 2 form the mated workstation 1, and workstation 3 with worksta-
tion 4 form the mated workstation 2, etc. The TALBP is linked to these types
of lines where tasks are divided into three types: L-type, R-type, and E-type.
L-type and R-type are tasks that must be performed from the left and right
sides respectively. Whereas E-type tasks can be performed either from the left
or the right sides [131]. The TALB problems can be also classified into four
types like the other ALB problems: TALBP type 1, TALBP type 2, TALBP type
E, and TALBP type F.

Regarding the literature, we can find several studies that have been done
to deal with a variety of TALBP. Ozcan et al. [132] have presented a tabu search
algorithm to solve the TALBP with the objectives of maximizing the line ef-
ficiency and maximizing the smoothness index. Ozcan et al. [133] have pro-
posed goal programming and fuzzy programming models for the TALBP with
two objectives: minimize the number of mated workstations as the primary
objective and the number of workstations as the secondary objective. Ozbakir
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[134] have addressed the TALBP type 1 with zoning constraints. They devel-
oped a Bees colony algorithm to solve the problem. Kizilay [135] have pro-
posed mixed-integer linear programming and constraint programming (CP)
models to solve the TALBP with multi-operator workstations in order to min-
imize the number of mated workstations.

Baykasoglu [136] have proposed an ant colony-based heuristic to solve the
TALBP type 1 (minimize the number of workstations) with zoning constraints.
Duan et al. [137] have proposed an improved artificial bee colony algorithm
with MaxTF heuristic rule to solve the TALBP with the aim of minimizing the
cycle time for a given number of mated workstations. Gansterer [138] have
addressed both one and two-sided ALBP with real-world constraints. They
have applied three known meta-heuristics to solve the problems: the genetic
algorithm, the differential evolution algorithm, and the tabu search algorithm.
Kang et al. [139] have addressed a multi-objective TALBP (minimizing the
number of workstations, minimizing cycle time, maximizing line efficiency,
minimizing smoothness index, and minimizing workstation idle time). They
first constructed a fuzzy multi-objective linear programming-weighted model
(FMOLP-W) to solve the problem. Also, they have proposed an evolution-
ary genetic algorithm for large-sized problems that cannot be solved using
the FMOLP-W. Khorasanian [140] have developed a simulated annealing al-
gorithm to solve the TALBP with the objectives of minimizing the number of
workstations, and the number of mated workstations, and maximizing the as-
sembly line tasks consistency (ATC).

Kim et al. [141] have proposed a genetic algorithm in order to solve the
TALBP with the aim of minimizing the number of workstations (type 1). Kim et
al. [142] have proposed a mathematical model and a genetic algorithm to solve
the TALBP type 2. In the GA, they adopted the strategy of localized evolution
and steady-state reproduction to promote population diversity and search ef-
ficiency. Lei et al. [143] have developed a variable neighborhood search (VNS)
algorithm to solve the TALBP type 2. Li et al. [144] have addressed the TALBP
type 1. They have developed two decoding schemes with reduced search space
to balance the workload within a mated workstation and reduce sequence de-
pending on idle time. Then, they extended a simple iterated greedy algorithm
for the TALBP. Li et al. [145] have presented a branch, bound, and remember
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(BBR) algorithm in order to minimize the number of mated workstations in a
two-sided assembly line (TALBP type 1).

Li et al. [146] have addressed the TALBP that considers uncertain task
time attributes and incompatible task sets. To solve the problem, they used a
simulated annealing algorithm accelerated with lower bounds. Roshani [147]
have addressed a cost-oriented TALBP. They proposed a mixed-integer pro-
gramming model to solve the problem optimally, and to solve medium and
large-size problems, they developed a heuristic based on a simulated anneal-
ing algorithm. Taha et al. [148] have developed a genetic algorithm in order to
solve the TALBP with the objectives of minimizing the number of mated work-
stations and workstations to increase the line efficiency. Tang et al. [149] have
addressed TALBP type 2 in their work. To solve the problem, they proposed an
improved discrete artificial bee colony (DABC) algorithm. Tapkan et al. [150]
have proposed a Bees algorithm to solve a constrained fuzzy TALBP with three
objectives: maximizing the work slackness index, minimizing the total balance
delay, and maximizing line efficiency. Tapkan et al. [151] have addressed a con-
strained TALBP type 1. They proposed a mathematical programming model to
describe the problem formally. To solve the problem, they used two different
swarm intelligence-based search algorithms (bees algorithm and artificial bee
colony algorithm).

Yang et al. [152] have proposed an improved genetic simulated anneal-
ing for stochastic TALBP type E (maximizing the line efficiency). Tuncel et al.
[153] have addressed a multi-objective (minimizing the number of worksta-
tions and smoothing the workload balance of the workstations) TALBP with
zoning constraints. To solve the problem they used a teaching-learning-based
optimization algorithm. Wang et al. [154] have developed a hybrid imperial-
ist competitive (LAHC) algorithm to solve a multi-constrained (the restriction
of operator number at each workstation, positional constraints, zoning con-
straints, and synchronous task constraints) TALBP with the objectives of min-
imizing the number of mated workstations (line length) and the number of
workstations. Wu et al. [155] have proposed a branch-and-bound algorithm
to solve the TALBP with the aim of minimizing the length of the line (mini-
mizing the number of mated workstations). Zhong et al. [156] have developed
an effective discrete artificial fish swarm algorithm is developed to solve the
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cost-oriented TALBP with the objectives of minimizing the construction cost
and the number of mated workstations.

2.3.2.6 Parallel assembly line balancing problem (PALBP)

Figure 2.9: Parallel assembly lines with a) independent workstations, b) multi-
line workstations.

Parallel assembly lines are two or more neighboring lines located in paral-
lel. These lines can be balanced independently ((a) in fig 2.9) or with multi-line
workstations as shown in fig ((b) in fig 2.9). Each assembly line produces one
single-model or mixed/multi-model and can work with different or the same
cycle time [28]. Parallel assembly lines have a higher equipment cost but their
are more flexible and reliable. They also increase productivity, product quality,
and workers satisfaction [157]. In the literature, we can find a few works that
have dealt with the pure parallel assembly line balancing problem. [158] have
proposed a hyper-approach based on simulated annealing to solve a stochastic
PALBP with equipment costs.

Ozcan et al. [159] have addressed the PALBP with stochastic task times. To
model the problem, they used chance-constrained, piecewise-linear and mixed
integer programming (CPMIP) formulation. A tabu search algorithm was used
to solve the problem. Baykasoglu [160] have proposed a multi-colony ant al-
gorithm to solve the PALBP type 1 with fuzzy cycle and task times. Bard et al.
[161] have proposed a dynamic programming (DP) algorithm for solving the
PABLP with dead time. Baykasoglu et al. [162] have proposed an ant colony
optimization-based algorithm in order to solve the PALBP with two objectives:
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minimizing the number of workstations and the workstations’ idle times. Kara
et al. [163] have used two programming approaches to balance parallel assem-
bly lines with precise and fuzzy goals. Ozbakir et al. [164] have developed a
multiple-colony ant algorithm to solve the PALBP with two objectives: mini-
mizing the idle time and maximizing the line efficiency.

2.3.2.7 Mixed assembly line balancing problem (Mixed ALBP)

Any ALB problem that regroups more than one ALBP can be classified as
Mixed ALBP. The word mixed here means that there is a mixture of problems.
For example, solving a robotic u-shaped multi-model ALBP means that we
have three different problems that must be solved together: robotic ALBP, U-
shaped ALBP, and multi-model ALBP which increases the global complexity.
In the literature, we can find several papers that have dealt with this ALBP
category. Cil et al. [165] have proposed a mathematical model and an itera-
tive beam search (IBM), best search method based on IBS (BIBS) and cutting
BIBS (CBIBS) algorithms to solve the robotic parallel assembly line balancing
problem type 2. Cil et al. [166] have proposed addressed the type 2 mixed-
model assembly line balancing problem with physical human-robot collab-
oration. They proposed mixed-integer linear programming (MILP) to solve
small-size problems. Also, they used a bee algorithm and artificial bee colony
to solve large-sized problems.

Akpinar et al. [167] have proposed a hybrid genetic algorithm to solve the
type 1 mixed-model assembly line balancing problem with parallel worksta-
tions and zoning constraints. Agpak et al. [168] have developed a bi-objective
0-1 integer programming model to solve a two-sided U-shaped assembly line
balancing problem with zoning constraints. The addressed objectives are the
minimization of the number of individual stations, and the minimization of
the number of positions. Yang et al. [169] have addressed the mixed-model
two-sided assembly line balancing problem with two objectives: minimize the
number of mated-workstations as a primary objective, and minimize the num-
ber of workstations as a secondary objective. To solve the problem, they pro-
posed an effective variable neighborhood search (VNS) algorithm. Cil et al.
[170] have proposed a heuristic algorithm based on beam search in order to
solve the robotic mixed-model assembly line balancing problem type 2.



38 Chapter 2. Assembly Line Balancing Problem: State of the Art

Ozcan et al. [171] have developed a genetic algorithm to solve the stochas-
tic mixed-model U-shaped assembly line balancing and sequencing problem.
Chutima et al. [172] have proposed a particle swarm optimization algorithm
with negative knowledge (PSONK) to solve multi-objective two-sided mixed-
model assembly line balancing problems. Esmaeilian et al. [173] have de-
veloped an efficient tabu search (TS) approach to solve mixed-model paral-
lel assembly line balancing problem type 2. Zhang et al. [174] have pro-
posed a Pareto artificial bee colony algorithm (PABC) to solve the energy-
efficient U-shaped robotic assembly line balancing problem with the objectives
of minimizing the cycle time and the total energy consumption. Huang et al.
[175] have developed a combinatorial Benders decomposition-based exact al-
gorithm to solve the mixed-model two-sided assembly line balancing problem
type 1. Kammer et al. [176] have proposed a heuristic algorithm to solve the
type 2 multi-model robotic assembly line balancing problem.

Kucukkoc [177] have proposed a mathematical model and ant colony optimization-
based approach with optimized parameters for solving the type E parallel two-
sided assembly line balancing problem. Kucukkoc et al. [178] have developed
a flexible agent-based ant colony optimization algorithm to solve the mixed-
model parallel two-sided assembly line balancing problem. Li et al. [26] have
solved the two-sided robotic assembly line balancing problem type 2 using a
co-evolutionary particle swarm optimization algorithm. Grasler et al. [23] have
proposed a discrete cuckoo search algorithm to solve the two-sided robotic as-
sembly line balancing problem. Li et al. [179] have proposed a migrating birds
optimization algorithm in order to solve the type 2 robotic U-shaped assem-
bly line balancing problem. Li et al. [180] have addressed the type 2 robotic
two-sided assembly line balancing problem with consideration of sequence-
dependent setup times and robot setup times. To solve the problem, the au-
thors used a set of meta-heuristics which are the local search algorithm, swarm
intelligence algorithm, and co-evolutionary swarm intelligence algorithm.

Li et al. [181] have proposed two simple local search methods, the iter-
ated greedy algorithm and iterated local search algorithm to deal with type
1 mixed-model two-sided assembly line balancing problems. Manavizadeh
et al. [182] have developed a simulated annealing algorithm for solving the
U-shaped mixed-model assembly line balancing problem type 1 considering
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human efficiency and the Just-In-Time approach. Mukund et al. [183] have
proposed a particle swarm optimization for solving the robotic U-shaped as-
sembly line balancing problem with the aim of minimizing the cycle time. Rab-
bani et al. [184] have proposed a non-dominated sorting genetic algorithm
(NSGA-II), and a multi-objective particle swarm optimization (MOPSO) in or-
der to deal with the type 2 robotic mixed-model assembly line balancing prob-
lem with four objectives: minimize robot purchasing costs, robot setup costs,
sequence-dependent setup costs, and cycle time.

Rabbni et al. [185] have addressed the type 1 mixed-model assembly line
balancing problem with parallel workstations. The authors used a non-dominated
sorting genetic algorithm (NSGA-II) and multi-objective particle swarm opti-
mization (MOPSO) to solve the problem. Zhang et al. [186] have proposed
a Hybrid Pareto Grey Wolf Optimization (HPGWO) for low-carbon and low-
noise U-shaped robotic assembly line balancing problems. Yagul et al. [187]
have developed an algorithm for solving the U-shaped two-sided assembly
line balancing problem. yadav et al. [188] have proposed a mathematical
model for solving the robotic two-sided assembly line balancing problem with
zoning constraints. yadav [189] have developed a mathematical model in or-
der to solve the parallel two-sided assembly line balancing problem with tools
and tasks sharing. Tapkan et al. [190] have proposed a bees algorithm and an
artificial bee colony algorithm for solving the parallel two-sided assembly line
balancing problem with walking times. Sparling et al. [191] have solved the
mixed-model U-shaped assembly line balancing problem using an approxima-
tion algorithm. Roshani et al. [192] have proposed a mathematical model and
a simulated annealing approach to deal with the mixed-model multi-manned
assembly line balancing problem.

Chutima et al. [193] have developed a fuzzy adaptive biogeography-based
algorithm to solve the multi-objective mixed-model parallel assembly line bal-
ancing problem type 1. Zhang et al. [194] have solved the mixed-model U-
shaped assembly line balancing problem with Fuzzy Times using an improved
heuristic procedure based on the traditional ranked positional weight method,
and some improvements are made on fuzzy number operation and two-direction
search for U-line layout. Zhang et al. [195] have addressed the mixed-model
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multi-manned assembly line balancing problem with four objectives: mini-
mizing the total number of operators, minimizing the number of workstations,
minimizing the total number of operators whose finishing times exceed cycle
time, and minimizing the total number of workstations whose finishing times
exceed cycle time. To solve the problem, the authors used a robust mixed-
integer linear programming (MILP) model and a robust solution generation
mechanism embedded with dispatching rules.

2.4 Conclusion

In this chapter, we have presented the state of the art on the assembly line
balancing problem. We have described the standard problem and its mathe-
matical formulation, from which all other formulations are inspired. Also, we
have discussed the different assembly line shapes and their structures. Fur-
thermore, we have illustrated the differences between the assembly lines in
terms of production types. We have explained how the new ALBP versions
were created and what their main characteristics are. Also, we have given the
assembly line classification in detail. We have described all existing assembly
line balancing problems and the methods used to solve them. In addition, we
have reviewed all the existing research papers that have been done to tackle
the different ALBP problems. In the following chapters, we will present all
our contributions.
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Chapter 3

Energy Efficient Robotic Mixed
Model Assembly line Balancing
Problem

3.1 Introduction

The minimization of energy consumption is an important issue in robotic as-
sembly lines where a set of robots are used as operators. In each workstation,
only one robot is assigned to complete the corresponding assigned assembly
tasks. In robotic mixed-model assembly lines where several models are as-
sembled, the minimization of energy consumption is more complex since we
have to find the best assignments of tasks and robots taking into considera-
tion all models. This problem is known as the Energy-Efficient Robotic Mixed
Model Assembly Line Balancing Problem (EERMiMALBP), and it’s classified
as Mixed ALBP based on our classification. As a solution to this problem,
we proposed a new memory-based version of a bio-inspired meta-heuristic
known as the Cuckoo Search Algorithm (CSA).

This chapter is organized as follows; first, we define the energy-efficient
robotic mixed-model assembly line balancing problem. Then, we present our
memory-based cuckoo search algorithm as a solution to this problem. After
that, we present a numerical example that presents a small problem. Finally,
we discuss our computational results.
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3.2 The energy-efficient robotic mixed-model assem-

bly line balancing problem

3.2.1 Problem description and assumptions

In a robotic mixed-model assembly line, several models are planned to be as-
sembled in an intermixed sequence. Each model has a specific precedence
relations graph, and models’ graphs can be combined into one graph in order
to decrease the complexity of the problem. According to precedence relations,
assembly tasks are assigned to a set of workstations that are arranged in the
line. Assembly tasks are performed by robots that have different capabilities
and characteristics. In this problem, the assignment of robots is based on the
energy consumed to perform assembly tasks; this means that the robots that
consume less energy are preferred. The total energy consumption of the line is
the sum of all energy consumed by all assigned robots. The task time of a spe-
cific task varies from one model to another one, and also depends on the robot.
This means that the energy consumed for a specific model varies from one
robot to another one. The energy consumed in one workstation is the sum of
the energy consumed by the assigned robot when performing assembly tasks,
and the energy consumed by the robot in standby mode. Each robot has spe-
cific characteristics including its speed in performing assembly tasks, energy
consumption, and ability to perform all or only certain types of tasks.

The RMiMAALBP is more complex in comparison with existing problems
related to the minimization of energy consumption in robotic assembly lines,
and this is the result of two main factors: the heterogeneity of robots and the
heterogeneity of models. The strategy underlying our approach is to find the
best assignment of existing robots for each feasible task assignment. Since
robots and models are heterogeneous, the search space becomes larger, which
makes finding the best solution for the RMiMAALBP very challenging. The
objective of solving this problem is to find a minimal energy consumption by
finding the best assignment of tasks and robots that satisfy all models’ require-
ments. Figure 3.1 presents an illustrative example. In this example, we have an
assembly line that is configured to assemble two different models, and there
are different robots assigned to the workstations in order to perform assem-
bly tasks according to the combined graph. This configuration is feasible but
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Figure 3.1: Illustrative example.

maybe there exists another configuration that is better in terms of the energy
consumed by robots.

The assumptions considered in our model formulation are as follows:

1. The models are assembled in an intermixed sequence in a straight assem-
bly line.

2. An assembly task is assigned to only one workstation.

3. The assignment of tasks is based on precedence relations.

4. The task time depends on the assigned robot.

5. There are several types of robots, and there is no limit for each type.

6. The same robot type can be assigned to different workstations.

7. Only one robot is assigned to a workstation.

8. Robots can perform any assembly task.

9. The energy consumed by a robot varies from one model to another.
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10. Based on the energy consumed by robots to produce each model, the
average energy consumed can be calculated and used while optimizing
the line.

3.2.2 Mathematical formulation

Notations

Parameters:
N number of tasks.
i task index.
W number of workstations.
k workstation index.
r robot index.
tri processing time needed by robot r to complete task i.
eri energy consumed by robot r to perform task i.
esr energy consumed each time unit by robot r in the standby period.
Pi immediate predecessors of task i
ECPrk energy consumed by robot r to perform assigned tasks in worksta-
tion k.
ECSrk energy consumed by robot r during the standby period in work-
station k.

Decision variables:
Xik equal to 1 if task i is assigned to workstation k, 0 otherwise
Yrk equal to 1 if robot r is assigned to workstation k, 0 otherwise
TEC total energy consumed
ECk energy consumed by workstation k
CT the cycle time of obtained assignment (or maximum workstation
time).

The proposed mathematical is an amelioration of the basic models that
have been used to solve the one-model robotic assembly line balancing prob-
lems. The objective considered in this mathematical formulation is minimizing
the total energy consumption in the robotic mixed-model assembly line. This
model is based on the energy-based model that was proposed by [196].
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min TEC =
W

∑
k=1

ECk (3.1)

subject to:

ECK = ECPrk + ECSrk (3.2)

ECPrk =
N

∑
i=1

eri ∗ Xik ≤ f or k = 1, 2, ..., W (3.3)

ECSrk = (CT −
N

∑
i=1

tri ∗ Xik) ∗ esr (3.4)

W

∑
k=1

k ∗ Xhk ≤
W

∑
k=1

k ∗ Xik where h ∈ Pi (3.5)

W

∑
k=1

Xik = 1 f or i = 1, 2, ..., N (3.6)

W

∑
k=1

Yrk = 1 f or i = 1, 2, ..., N (3.7)

Xik ∈ {0, 1} (3.8)

Yrk ∈ {0, 1} (3.9)

The objective function (3.1) minimizes the total energy consumption. Eq.
(3.2) is used to calculate the energy consumption in one workstation. Eq. (3.3)
calculates the energy consumed by robot r to perform assigned tasks at work-
station k. Eq. (3.4) determines the energy consumed by robot r during the
standby mode at workstation k. Eq. (3.5) ensures that all precedence relations
among tasks are respected. Eq. (3.6) ensures that each task is assigned to only
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one workstation. Eq. (3.7) ensures that only one robot is assigned to one work-
station. Equations (3.8) and (3.9) present the type of used decision variables.

3.3 The original Cuckoo Search Algorithm

The cuckoo search algorithm (CSA) is a nature-inspired meta-heuristic. It was
introduced by Xin-she Yanf and Suach Deb in 2009 [197]. This meta-heuristic is
based on the brood parasitism of some cuckoo species like Ani and Guira. The
concept of these cuckoos is that they lay their eggs in the nests of other host
birds, and in some cases, they lay and throw the eggs of the host birds in order
to increase the hatching chances of their eggs [198]. The process of laying eggs
is combined with the levy flight behavior of birds and fruit flies [199]. The host
bird can discover the cuckoo egg, in this case, it either discards the discovered
egg or abandon the nest and build a new one elsewhere [197].

In the CSA meta-heuristic solutions present the host bird egg, and the
cuckoo egg presents the new solution. The goal is to replace the old solu-
tion with the new solution. Three rules are used in the CSA: each cuckoo lays
only one egg at a time in a randomly chosen nest, and the best nests are those
that contain high-quality eggs which enable them to be passed on to the next
generation. the number of available host nests is fixed and the probability of
discovering laid eggs by cuckoos is Pa where Pa ∈ [0,1] [29, 199].

Algorithm 1: Original Cuckoo Search Algorithm
Objective function: f (x), x = (x1, x2, ...xd)
Generate Initial population of N host nests
while Termination criterion is not met do

Generate a cuckoo say Xi randomly using levy flights
Choose a nest among N (say, Xj) randomly
if f (Xi) < f (Xj) then

Replace Xj by Xi in the population
end

A fraction Pa of worst nests are abandoned and new ones are built
Keep the best solutions/nests
Rank the solutions/nests based on their fitness and find the best
current solution

end
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3.4 Memory-based Cuckoo Search Algorithm (MBCSA)

In this contribution, we propose the MBCSA version to solve the RMiMALBP.
In the literature, we can find two works that have dealt with the robotic as-
sembly line balancing problem using the cuckoo search algorithm. Li et al. [24]
have proposed a discrete CSA to solve the two-sided RALBP, and Mukund et
al. [103] have proposed a hybrid CS particle swarm optimization algorithm
to solve the RALBP type 1. In comparison with the existing CSA versions,
the MBCSA is more intelligent in dealing with the addressed problem. Our
meta-heuristic consists of the following steps.

3.4.1 Initialization of the first population

In the CSA, the population is a set of solutions and each solution presents a
nest. In our MBCSA, the first population is generated randomly. Each solution
is a feasible assignment of tasks and robots to the workstations. The assign-
ment of tasks follows the precedence relations that are presented in the com-
bined precedence graph. The assignment of robots is done after the assignment
of tasks. The robots that consume less energy are preferred in the assignment
process. The obtained solutions in this step are not necessarily optimal.

3.4.2 Generation of new cuckoo solution and memory usage

In order to generate a new cuckoo solution, a nest (say X) is chosen randomly
from the existing solutions (population). Then, a list of neighbors of X (say
N(X)) is generated. This process of choosing a random nest (X) is repeated
until obtaining finding a nest that does not exist in the memory, if not, it stops
when reaching a specific number of iterations fixed by the programmer. Neigh-
bors are obtained by applying the swap mutation operation on X by swapping
two tasks chosen randomly from the sequence. The number of neighbors is
determined and fixed by the programmer. Each solution in N(X) has its own
fitness value on which the ranking of neighbors is based. The best neighbor
that has the best fitness value is selected as the new cuckoo solution.

The new cuckoo solution is compared in terms of energy consumption
with another randomly selected solution (say Y) from the current population.
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In our approach, if the new cuckoo has lower energy consumption in com-
parison with Y, we replace Y with this new cuckoo in the population. At the
end of this step, selected nest X, and the list of neighbors N(X) are placed in
the memory. The objective of this technique is to discover new solutions in
future iterations by ignoring any previously visited solution that exists in the
memory, which decreases the CPU time, especially when the search space is
huge.

3.4.3 Replacement of abandoned solutions

The CSA abandons a fraction Pα of worse solutions (nets) and replaces them
with new ones. In our MBCSA, the crossover operation is applied to create new
solutions. The crossover operator is applied on two nests (parents) selected
randomly from the remaining solutions. For instance, if two nests are aban-
doned, the crossover is applied to generate two new nests, and if more than
two nests are abandoned, the crossover is repeated on other selected solutions
that present a different couple. This process is finished until abandoned solu-
tions are replaced. The reason behind choosing a new couple in each crossover
operation is to obtain new solutions. In the newly generated solution, some
tasks can be duplicated, and to tackle this problem, the MBCSA replace them
with missing ones. Before inserting the new solutions in the population, the
algorithm checks if these solutions do not exist in the memory. If not, the
solutions are inserted in the population, otherwise, the MBCSA repeats the
crossover process until reaching new nets that do not exist in the memory.

Figure 3.2: Generation of new solutions using the two-point crossover.
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Algorithm 2: A memory-based Cuckoo Search Algorithm
Ojective funciton: f (X), X = (X1, X2, ...Xd)
Generate Initial population of N host nests
Initialize the memory M, max_search, max_generations
while max_generations do

while max_search do
Select randomly a nest (say, Y) from the population
if Y is not in M then

Reset max_search to the initial value
Exit from while loop
end

Decrement max_search
if max_search is equal to 0 then

End the algorithm
end

end
Generate a list of neighbors of Y (say, NL(Y)) using the swap
mutation with repair mechanism
Stock the nest Y and all its neighbors NL(Y) in M
Select the best neighbor from NL(Y) as the new cuckoo (say, C)
Choose a nest among N (say, H) randomly
if f (C) < f (H) then

Replace H by C in the population
end

A fraction Pa of worst nests are abandoned and new ones are built
while max_search do

Choose two parents from the reminder of the population
Apply the crossover on selected parents with the repair
mechanism

if Generated solution are not in M then
Reset max_search to the initial value
Exit from while loop
end

Decrement max_search
if max_search is equal to 0 then

End the algorithm
end

end
Replace abandoned solutions by generated one
Rank the solutions based on the objective value
Select the best solution as the best current solution
Decrement max_generations

end
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3.4.4 Repair mechanism

The repair mechanism is employed in the MBCSA to preserve the feasibility of
solutions. The repair mechanism evaluates the feasibility of solutions by ex-
amining if the order of tasks respects the precedence relations between tasks
after applying the swap mutation and the crossover. If the obtained solution is
not feasible, the positions of tasks that render the solution infeasible are mod-
ified. The resultant solution, as shown in Fig 3.3, does not satisfy the priority
relations depicted in the diagram; hence, the repair mechanism is used by ex-
changing tasks 5 and 2 the first time and tasks 5 and 3 the second time.

Figure 3.3: Repair mechanism.

3.4.5 Fitness evaluation

The energy-based approach provided in [200] is utilized in MBCSA to estimate
the objective value (total energy consumed) of solutions in order to evaluate
them. Tasks are assigned to workstations based on the energy consumption
value and robots with the lowest energy consumption are selected to be as-
signed to workstations. The assignment starts with an initial energy consump-
tion value E0 calculated using Eq. (10), and if all tasks cannot be assigned with
this value, then, it is incremented by a small value fixed by the programmer.
The assignment process is repeated until all tasks of the corresponding solu-
tion/sequence are assigned using the best robot-to-workstation assignment.
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E0 = [
N

∑
i=1

min(eri)/Nw] (3.10)

where eri is the energy consumed by robot r (r = 1, ..., Nr) to perform task
i and Nw is the number of workstations.

The total energy consumed at each workstation is the sum of the energy
consumed by the corresponding robot while doing the given tasks and the
energy consumed by this robot while in standby mode.

3.5 Numerical example

In this section, we use the MBCSA to solve a small problem that is composed of
two models (A and B) and two robot types (R1 and R2). Fig 3.4 below shows
the precedence graphs of models A and B and the combined graph. It is as-
sumed in this in this numerical example that both robots consume 1 kj per
one-time unit when processing tasks. While in the standby mode, R1 and R2
consume 0.5kj and 0.4 kj per one-time unit respectively. Tables 3.1 and 3.2 il-
lustrate the parameters of each robot. The mixture of models must be taken
into consideration which makes the problem more complex. In order to de-
crease its complexity, we combine tables 3.1 and 3.2 into one table (table 3.3).
Using the combined diagram and table 3.3, we can obtain a feasible solution
that satisfies all models’ requirements. Table 3.3 shows the calculation of the
average task time and energy consumed for each frequent task. Table 3.4 pro-
vides the parameters that were utilized to solve the numerical case. The max
search parameter specifies how many times the algorithm attempts to find a
random nest that does not exist in memory.

The first and the final populations are shown in table 3.5. There are ten
solutions (nests) in the population, and each one (nest) presents the task and
robot assignments to workstations. The table also shows the total energy spent
during the processing mode (TEC-PM) and standby mode (TEC-SM) for each
solution. The total energy used (TEC) is also determined, which represents the
objective value and is equal to the sum of TEC-PM and TEC-SM. Based on the
objective value, the reader may see that there are both bad and good solutions
in the first population. For example, there are three solutions that have an
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Figure 3.4: Precedence relations diagrams of the numerical example.

Table 3.1: Model A

Task
Robot 1 Robot 2

Task time Energy Task time Energy (kj)

1 1 1 1 1
3 2 2 1 1
4 1 1 1 1
6 1 1 2 2
7 1 1 1 1

objective value of 8, one solution has an objective value of 8.1, two solutions
have an objective value of 8.7, and four solutions have an objective value of
9.25. We can see after 100 generations that all nests in the final population
have good solutions, with the same objective value of 8.

We may deduce from the acquired findings for the provided numerical
example that the minimum energy consumed is 8, and the optimal robot as-
signment that gives this value is when robots 1 and 2 are assigned to worksta-
tions 1 and 2, respectively. Figure 3.5 illustrates one solution chosen from the
final population. In workstation 1, robot 1 does tasks 1, 2, and 3, while robot 2
performs duties 6, 4, 5, and 7 in workstation 2.

3.6 Computational results and discussion

The proposed MBCSA was developed in Python on a personal computer with
an Intel Dual-core 1.7 GHz CPU and 8 GB of memory. Six problems of vary-
ing sizes were developed during this study to test the algorithm’s performance
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Table 3.2: Model B

Task
Robot 1 Robot 2

Task time Energy Task time Energy (kj)

1 1 1 1 1
2 1 1 2 2
3 2 2 2 2
5 2 2 1 1
7 1 1 1 1

Table 3.3: Combined model A and model B

Task
Robot 1 Robot 2

Task time Energy Task time Energy (kj)

1 1 1 1 1
2 1 1 2 2
3 2 2 1.5 1.5
4 1 1 1 1
5 2 2 1 1
6 1 1 1 1
7 1 1 1 1

and are available at https://github.com/Belkharroubi-Lakhdar/RoboticMixed-
Model-AL.git. Each problem has its own characteristics, as indicated in table
3.6, including the precedence relations diagram, assembly tasks, number of
models, number of robots, and number of workstations. There are 12 tasks in
problem 1, as well as two models (A and B), two robots (1 and 2), and three
workstations. Problem 2 consists of 20 jobs, two models (A and B), two robots
(1 and 2), and four workstations. There are 25 tasks in problem 3, three models
(A, B, and C), three robots (1, 2, and 3), and five workstations. There are 40
tasks in problem 4, two models (A and B), three robots (1, 2, and 3), and seven
workstations. There are 57 tasks in problem 5, two models (A and B), four
robots (1, 2, 3, and 4), and ten workstations. Finally, there are 72 tasks, three
models (A, B, and C), and 12 workstations in problem 6.

Two comparisons are done in this work to test the performance of the pro-
posed MBCSA. The MBCSA was compared to the genetic algorithm in the first
comparison, and each problem was solved nine times using both techniques.
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Table 3.4: Used parameters to solve the numerical example

Parameter Value

Maximum number of generations 100
Population size 10
Fraction Pa 0.15
max_search 100

Table 3.5: The first and the final populations for the numerical example

First population Final Population

Nests TEC-PM TEC-SM TEC TEC-PM TEC-SM TEC

1 8 0 8 8 0 8
2 8 0 8 8 0 8
3 7.5 0.6 8.1 8 0 8
4 8.5 0.2 8.7 8 0 8
5 8.5 0.75 9.25 8 0 8
6 8 0 8 8 0 8
7 8.5 0.2 8.7 8 0 8
8 8.5 0.95 9.45 8 0 8
9 8.5 0.95 9.45 8 0 8
10 8.5 0.95 9.45 8 0 8

Table 3.6: Problems’ specifications

Problem Tasks Models Robots Workstations

P1 12 A, B 1, 2 3
P2 20 A, B 1, 2 4
P3 25 A, B, C 1, 2, 3 5
P4 40 A, B 1, 2, 3 7
P5 57 A, B 1, 2, 3, 4 10
P6 72 A, B, C 1, 2, 3 12

The MBCSA was compared to another memory-less CSA (MLCSA) identical
to the discrete CSA proposed in [24] as the second comparison. For each prob-
lem, the MLCSA was run nine times. Table 3.7 shows the parameters utilized
to solve each problem using the MBCSA and MLCSA versions. Table 3.8 shows
the parameters used in the GA. Table 3.9 displays the findings of the first com-
parison, including the objective value (total energy consumed), cycle time, and
CPU time in seconds.
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Figure 3.5: Numerical example.

Table 3.7: Used parameters in the MBCSA

Problems Generations population’s size Fraction Pa

P1 200 20 0.15
P2 300 30 0.15
P3 300 30 0.15
P4 300 100 0.15
P5 300 100 0.15
P6 300 100 0.15

Beginning with the data for problem 1 obtained using both the MBCSA
and the GA 9 times, we can see that both algorithms achieved the same ob-
jective value (16.4 kJ) and cycle time (5.5) in all executions. The only differ-
ence is that the MBCSA outperforms the GA in terms of CPU time across all
executions. For problem 2, both algorithms produced nearly identical objec-
tive values. The MBCSA and the GA both obtained the minimum obtained
value of 24.3 kJ. Furthermore, in all runs, the MBCSA beats the GA in terms of
CPU time. The average of the MBCSA’s obtained objective values is 24.69 kJ,
whereas the GA’s is 24.58 kJ.

For problem 4, the average values acquired by the MBCSA and the GA are
75.71 kJ and 78.27 kJ, respectively, indicating that the MBCSA obtained better
results, as shown in the table. The MBCSA obtained the smallest value of 72.61
kJ. In all executions, the MBCSA outperforms the GA in terms of CPU time.
The averages of the values obtained by the MBCSA and the GA for problem 5
are 123.70 kJ and 125.17 kJ, respectively. The MBCSA obtained the best value
of 121.39 kJ, while the GA obtained 123.19 kJ. In most circumstances, the GA
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Table 3.8: Used parameters in the GA

Problems Generations population’s size Crossover Mutation Elitism

P1 200 20 0.25 0.1 15 %
P2 300 30 0.25 0.1 10 %
P3 300 30 0.25 0.1 10 %
P4 300 100 0.25 0.1 8 %
P5 300 100 0.25 0.1 7 %
P6 300 100 0.25 0.1 7 %

outperforms the MBCSA in terms of CPU time. For problem 6, the GA outper-
forms the MBCSA in terms of CPU time, but the MBCSA outperforms the GA
in terms of objective values, with an average of 164.76 kJ versus 168.18 kJ for
the GA. The best values achieved by the MBCSA and the GA are 159.95 kJ and
165.42 kJ, respectively. In Fig 3.6, the obtained objective values for all issues
are presented to show the difference between the MBCSA and the GA. We can
clearly conclude that the suggested MBCSA outperformed the GA in terms of
attaining the lowest energy consumption for major problems 4, 5, and 6. For
problems 1, 2, and 3, both algorithms produced nearly identical results.

The details of the best-obtained solutions by both algorithms are shown in
table 3.10. The assignment of robots R in workstations W, the processing time
PT and idle time ID in each workstation, the energy consumed in both process-
ing mode E(PM) and standby mode E(SM), and the total energy consumed TE.
Table ?? shows the objective values obtained by the MBCSA and MLCSA. Nine
times, each problem was solved. According to the best-obtained numbers in
bold font, the MBCSA outperforms the MLCSA when it comes to solving large-
scale problems. These results show the importance of memory integration in
supporting the algorithm in obtaining good solutions that would be difficult
to locate using the memory-less strategy.

3.7 Conclusion

Finding a suitable configuration for the RMiMAL, in which numerous mod-
els are assembled by a group of robots in an intermixed sequence, can save
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Table 3.9: All executions of both algorithms for solving all problems.

MBCSA GA

Problem C TEC CPU time (S) C TEC CPU time (S)

P1 5.5 16.4 1.54 5.5 16.4 10.19
5.5 16.4 2.15 5.5 16.4 9.57
5.5 16.4 1.81 5.5 16.4 9.32
5.5 16.4 3.30 5.5 16.4 9.56
5.5 16.4 3.00 5.5 16.4 9.75
5.5 16.4 1.36 5.5 16.4 11.60
5.5 16.4 2.28 5.5 16.4 12.48
5.5 16.4 1.85 5.5 16.4 9.65
5.5 16.4 2.03 5.5 16.4 9.18

P2 7 24.65 21.83 7.5 24.55 70.15
7 24.65 17.91 7 24.65 71.54
7.5 24.3 23.18 7 24.65 68.21
7.5 24.3 20.23 7.5 24.55 65.29
8 24.79 13.19 7 24.35 67.96
7.5 25.55 27.86 8.5 25.35 67.12
7.5 24.8 19.99 7.5 24.3 65.23
7 24.6 21.13 7.5 24.3 76.38
7.5 24.55 19.50 7.5 24.55 67.42

P3 8.5 41.5 29.55 8.5 41.5 71.07
8.5 41.3 47.21 9 42.35 77.70
8.5 41.5 62.97 8.5 41.5 73.24
8 41.45 33.03 8.5 41.5 77.27
8 40.2 27.94 8.5 41.35 77.68
7.5 39.8 28.64 8 40.2 83.83
8.5 41.5 28.43 8 40.0 79.36
9.5 43.5 56.18 8 41.5 83.64
8 40.0 35.9 8.5 41.5 77.30

P4 7.7 75.73 254.35 8 78.06 313.27
7 72.61 235.50 8 78.21 332.09
7.5 75.75 171.87 8 78.15 334.41
8 77.6 204.86 8 79.1 361.2
7.5 75.4 421.30 8 78.61 355.45
7.2 73.11 91.02 7.5 77.2 344.04
7.5 74.45 239.74 8 78.75 325.42
8 78.75 294.45 8 77.66 348.96
8 78.01 182.86 8 78.71 351.52

P5 9.2 125.20 790.58 9.1 126.48 996.63
8.85 121.39 1618.92 8.85 124.45 996.66
8.95 124.85 1706.37 8 126.97 951.62
9.2 125.21 1448.19 9.25 126.55 1006.02
8.95 122.10 1556.07 9 123.98 1165.54
9.2 125.20 1870.87 9.15 125.48 981.38
9.1 125.08 1856.95 9.15 125.23 1215.63
8.95 122.62 1658.89 9.1 124.2 1016.84
8.9 121.61 2029.61 8.85 123.19 944.15

P6 8.5 166.37 2393.53 8.5 168.936 1331.91
8.5 167.27 2362.11 8.5 169.18 1305.63
8.5 168.37 2343.04 8.5 170.02 1264.41
8.5 166.58 1631.94 8.5 168.90 1246.40
8.5 165.94 2204.33 8.5 168.58 1421.76
8 162.47 2364.93 5.5 167.17 1318.00
8 161.59 2059.96 8.5 165.42 1260.41
8 159.95 1712.13 8.5 168.44 1356.92
8 164.3 2255.78 8.5 166.99 1370.88
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Table 3.10: Details of the best-obtained solutions by both MBCSA and GA

MBCSA GA

P W R PT ID E(PM) E(SM) TE R PT ID E(PM) E(SM) TE

1 1 5.5 0 5.5 0 5.5 1 5.5 0 5.5 0 5.5
P1 2 1 5 0.5 5 0.2 5.2 1 5 0.5 5 0.2 5.2

3 2 4.5 1 5.4 0.3 5.7 2 4.5 1 5.4 0.3 5.7

1 1 7.5 0 6 0 6 1 7.5 0 6 0 6
2 1 7 0.5 5.6 0.25 5.85 1 7 0.5 5.6 0.25 5.85

P2 3 2 6 1.5 6 0.45 6.45 2 6 1.5 6 0.45 6.45
4 1 7.5 0 6 0 6 1 7.5 0 6 0 6

1 1 6.5 1 7.8 0.5 8.3 1 7.5 0.5 9 0.25 9.25
2 3 7.5 0 7.5 0.0 7.5 3 8 0 8 0 8

P3 3 3 7 0.5 7 0.15 7.15 3 7 1 7 0.3 7.3
4 2 4.5 2.5 6.75 1.80 8.55 2 4.5 3.5 6.75 2.1 8.85
5 1 6.5 1 7.80 0.5 8.3 3 6 2 6 0.6 6.6

1 2 7 0 10.5 0 10.5 2 7 0.5 10.5 0.3 10.8
2 1 7 0 10.5 0 10.5 1 5.5 2 8.25 1.4 9.65
3 2 6.5 0.5 9.75 0.3 10.05 3 7 0.5 11.2 0.3 11.5

P4 4 3 7 0 11.2 0 11.2 2 7 0.5 10.5 0.3 10.8
5 2 6.5 0.5 9.75 0.3 10.05 2 7.5 0 11.25 0.0 11.25
6 1 6.7 0.3 10.05 0.21 10.26 1 7.2 0.3 10.8 0.21 11.01
7 2 6.5 0.5 9.75 0.3 10.05 2 6.5 1 9.75 0.6 10.35

1 3 8.35 0.5 11.69 0.5 12.19 3 8.2 0.65 11.48 0.65 12.13
2 3 8.1 0.75 11.34 0.75 12.09 1 7.2 1.65 10.8 1.65 12.45
3 3 8.7 0.15 12.18 0.15 12.33 3 8.7 0.15 12.18 0.15 12.33
4 3 8.85 0 12.39 0 12.39 3 8.85 0 12.39 0 12.39
5 3 8.8 0.05 12.32 0.05 12.37 3 8.5 0.35 11.9 0.35 12.25

P5 6 3 8.35 0.5 11.69 0.5 12.19 3 8.8 0.05 12.32 0.05 12.37
7 3 8.8 0.05 12.31 0.05 12.36 3 8.85 0 12.39 0.0 12.39
8 3 8.65 0.20 12.11 0.2 12.31 3 8.5 0.35 11.90 0.35 12.25
9 1 8.4 0.45 11.85 0.45 12.3 2 8.75 0.15 12.75 0.11 12.86
10 3 8.85 0 10.85 0.0 10.85 2 8.85 0 11.76 0.0 11.76

1 3 8 0 14.4 0 14.4 3 8 0.5 14.4 0.5 15
2 2 7.5 0.5 12.75 0.55 13.3 2 8.5 0 14.45 0 14.45
3 2 7.5 0.5 12.75 0.55 13.3 2 8.5 0 14.45 0 14.45
4 2 7.5 0.5 12.75 0.55 13.3 2 8 0.5 13.60 0.5 14.1
5 2 8 0 13.60 0 13.60 3 7.5 1 13.60 1 14.6
6 2 8 0 13.60 0 13.60 2 8.5 0 14.45 0 14.45

P6 7 3 8 0 13.50 0 13.50 2 7.2 1.3 11.90 1.43 13.33
8 2 7 1 11.90 1.1 13 2 7.5 1 12.75 1.0 13.75
9 2 7.5 0.5 12.75 0.55 13.3 1 6.75 1.75 10.5 1.75 12.25
10 1 6.75 1.25 10.5 1.25 11.75 2 8.25 0.25 14.02 0.275 14.295
11 2 7.75 0.25 13.17 0.275 13.44 2 8.25 0.25 14.02 0.275 14.295
12 2 7.75 0.25 13.17 0.275 13.44 3 2.67 5.38 4.806 5.83 10.636
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Table 3.11: Comparison of best objective values obtained by the MBCSA and
the MLCSA

Problems MBCSA MLCSA

P1 16.4 kj 16.4 kj
P2 24.3 kj 24.3 kj
P3 39.8 kj 41.35 kj
P4 72.61 kj 72.76 kj
P5 121.39 kj 123.01 kj
P6 159.95 kj 162.83 kj

wasted time and save energy by avoiding the need for the line to be reconfig-
ured at each entrance of a new model. This contribution addresses the energy-
efficient RMiMALBP and proposes a memory-based Cuckoo Search Algorithm
(MBCSA) to solve it. Searching for good solutions to this complicated prob-
lem in a reasonable time is a big challenge, especially for large-sized prob-
lems, which is why the memory technique is integrated into the MBCSA to get
a compromise between diversification and intensification in the search space
while solving (EEMMALBP). Six challenges of varying sizes were constructed
to assess the performance of the proposed MBCSA. The MBCSA findings were
compared to those of the well-known genetic algorithm and the memory-less
CSA. The MBCSA and the GA achieved nearly identical results for issues 1,
2, and 3, but the MBCSA beat the GA in terms of objective values acquired
for large-scale problems 4, 5, and 6. The CPU times required by the MBCSA
to solve tasks 1, 2, and 3 were longer than those required by the GA. In addi-
tion, the MBCSA surpasses the MLCSA when it comes to tackling large-scale
issues. When tackling large-scale issues, the suggested MBCSA is a bit slug-
gish and requires additional CPU time. This flaw is caused by the algorithm’s
use of memory, which allows it to escape from the local optimum and continue
looking for new solutions that were not discovered previously.
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Figure 3.6: Numerical example.
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Chapter 4

The Mixed Model Assembly Line
Balancing Problem Type 1

4.1 Introduction

The mixed-model assembly line balancing problem consists of finding the best
configuration of the assembly line that can assemble more than one model
of the same product. This problem has become more interesting in the last
few decades due to the increased demands of customers for different models.
Type 1 of this problem aims at finding the optimal number of workstations
for a fixed cycle time in order to maximize the workload and minimize the
line length. To solve this problem, we proposed a Hybrid Reactive Greedy
Randomize Adaptive Search Procedure (HRGRASP).

This chapter is organized as follows; First, we describe the mixed-model
assembly line balancing problem type 1. Then, we discuss the basic and the
reactive GRASP. After that, we present our proposed Hybrid Reactive Greedy
Randomized Adaptive Search Procedure. Finally, we discuss our computa-
tional results.
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4.2 Problem description and mathematical formu-

lation

4.2.1 Problem description

A mixed-model assembly line is created to make M models with similar fea-
tures, and the demand dm (m ∈ M) for each model is known. The sum of
all requests that must be fulfilled in a certain period of time, or PT, is the to-
tal demand, or Dm. To convert the MiMALBP to SALBP, each model m has a
precedence graph G, and all graphs can be joined into a single graph. The sum
of all processing durations for tasks allocated to the same workstation cannot
exceed the cycle time, which is determined using Equation 1. Each task I in the
combined graph must be assigned to a single workstation.

According to the characteristics of the fundamental form of the assembly
line balancing problem, authors adopted the following assumptions for the
MiMALBP-I they are addressing:

1. Task processing times are predictable.

2. The cycle time is predetermined and known.

3. The assembly line is straight.

4. All tasks must be assigned.

5. Common tasks between models are assigned to the same workstation

6. Processing time of common tasks may differ from model to another one.

7. Task assignments are constrained by precedence rules.

4.2.2 Mathematical formulation

i task
N number of tasks
ti processing time of task i
C Cycle time
w workstation
Wmax upper bound on the number of workstation
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Pi the set of predecessors of task i
Xiw equal to 1 if task i is assigned to workstation w, 0 otherwise
yiw equal to 1 if any task is assigned to workstation w, 0 otherwise

The upper bound is derived from the literature to specify the maximum
number of workstations and to restrict the search space. The number of tasks is
the upper constraint in this research, hence Wmax = UB = N denotes that each
workstation will, in the worst scenario, only do one task. Equation 2 provides
the solution to the problem’s objective function.

Minimize
Wmax

∑
w=1

yw (4.1)

Under the following constraints:

Wmax

∑
w=1

Xiw = 1 f or i = 1, 2, ..., N (4.2)

N

∑
i=1

ti ∗ Xiw ≤ C f or w = 1, 2, ..., Wmax (4.3)

Wmax

∑
w=1

w ∗ Xhw ≤
Wmax

∑
w=1

w ∗ Xiw where h ∈ Pi (4.4)

yiw ∈ {0, 1} (4.5)

Xiw ∈ {0, 1} (4.6)

Constraint (4.2) ensures that each task is only assigned to one workstation;
constraint (4.3) ensures that the total processing time of tasks assigned to the
same workstation does not exceed the cycle time; constraint (4.4) imposes the
precedence relations between tasks; constraint (4.5) defines the possible values
of yw; and constraint (4.6) defines the possible values of Xiw.
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4.3 Basic and Reactive GRASP

Many combinatorial problems have been resolved using the greedy random-
ized adaptive search process, a multi-start meta-heuristic. Each iteration of the
GRASP employs the construction phase and the local search phase. The build-
ing phase is used to build a workable solution, but necessarily the best one.
The local search phase uses a local search process to identify a better solution
based on the constructed one. In the building phase, two lists are employed.
The candidate list (CL) comprises all candidates that can be included in the
partial solution, and from this list, the best candidates are chosen to produce
the limited candidate list (RCL). In the fundamental GRASP, the best candi-
dates are chosen from the CL depending on the fixed parameter. The threshold
value is represented by the following equation, which makes use of the alpha
(α) parameter:

TCth = Tmin + α(Tmax − Tmin) (4.7)

where the incremental costs Tmin and Tmax are, respectively, the minimum
and maximum. This is the greedy aspect of the GRASP: the RCL is formed
by choosing all candidates whose costs are less than or equal to the threshold
value. Selecting a candidate at random from the RCL to be added to the partial
solution is where the random element comes into play [201, 202].

The basic GRASP’s drawback is that it cannot learn from previous itera-
tions because all information about obtained solutions is discarded. Addition-
ally, in some circumstances, using a fixed value for the parameter may not be
able to assist the GRASP in convergent toward a global optimum [201]. The
first improvement to the basic GRASP is the reactive GRASP. It was first pro-
posed in [203] for the time slot assignment problem and has since been applied
to a number of optimization problems, including the Strip Packing problem
[204], Capacitated Clustering problem [205], and the Vehicle Routing Problem
[206]. IInstead of using a fixed value in each iteration of the reactive GRASP
algorithm, the α parameter is chosen at random from a defined range of po-
tential values Alpha = {α1, ..., αm} employing probabilities Pi, i=1,...,m. These
probability are based on previously discovered solutions. The probability of
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selection is Pi=1/m for all feasible values of α during the initial GRASP itera-
tion where m is the number of possible α values. At any subsequent iteration
Let Ẑ be the best solution found, And let Ai be the average value of all solu-
tions found using α=αi where i=1,...,m. The selection probabilities are updated
periodically using the following equation :

Pi =
qi

∑m
j=1 qj

(4.8)

where qi = Ẑ/Ai, i=1,...,m. The value of qi is increased if the values of α=αi

lead to the best solutions on average. The probabilities of appropriate values
will then increase when they are updated [202].

4.4 The proposed Hybrid Reactive Greedy Random-

ized Adaptive Search Procedure

The suggested hybrid Reactive GRASP in this study is based on the struc-
ture of the original Reactive GRASP, and we integrated some modifications
in the construction phase and the local search phase to adapt it to handle
the mixed-model assembly line balance problem type-I. The Hybrid Reactive
GRASP is implemented using four main steps: building, local search, eval-
uation of the found solution, and updating selection probabilities at the end
of each session. For the following reasons, the authors of this study decided
to solve the MiMALBP-I using the Reactive GRASP. In compared to other
meta-heuristics that require more steps and intricate calculations, the Reac-
tive GRASP is straightforward. Second, by employing a different heuristic or
meta-heuristic, we can easily make a hybridization in any GRASP step. The
GRASP has reportedly been utilized to solve a number of optimization issues,
and the outcomes have demonstrated that it is an effective meta-heuristic.
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Step 02 : Create The candidate list 

Step 03 : Calculate the threshold value 

All tasks are 

assigned ?

Step 04 : Create the restricted 

candidate list 

Step 05 : Choose a task from the 

restricted candidate list

Step 06 : add the chosen task to the 

partial solution

Step 07 : Update the candidate list

End the 

construction 

phase

Step 01: Evaluate all tasks

Yes

No

Figure 4.1: The proposed construction phase.

4.4.1 The construction phase

The construction phase is where the initial solution is built, and it’s at this
phase that a greedy heuristic is employed to pick the best element first, de-
pending on cost, which varies from problem to problem. In the proposed hy-
brid Reactive GRASP, task processing times are taken into account as costs,
and in the construction phase, the Shortest Processing Time heuristic is used
as a greedy heuristic. As a result, tasks with the shortest processing times
are viewed as the best elements. This approach is known as Hybrid Reac-
tive GRASP-SPT because it combines the Reactive GRASP and the Shortest
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Processing Time heuristic. The adopted construction phase’s flowchart is dis-
played in figure 4.1.

Figure 4.1 illustrates the seven processes that make up the proposed con-
struction phase.

1. All tasks are evaluated by their processing times.

2. To create the candidate list, assignable tasks are selected from the list
of tasks that are available. A work that has no predecessors or whose
predecessors have all been assigned is considered assignable.

3. Equation 8 from Section 4 is used to calculate the threshold value based
on the processing times of the jobs that are present in the candidate list.

4. Each task is selected to be on the restricted candidate list if its processing
time is less than or equal to the threshold value (RCL).

5. A task is randomly selected from the restricted candidate list.

6. Add the selected task to the partial solution.

7. Remove the assigned task from the candidate list and add new candi-
dates to update it (assignable tasks).

4.4.2 The local search phase

The solution that was reached utilizing the construction phase might not be
the best one, so a local search is used to see whether a neighboring solution
with a higher objective value exists. In the proposed reactive GRASP-SPT, we
employ a straightforward local search that seeks out neighbor solutions for a
fixed max_search number, and to search locally, two tasks that are not connected
by a precedence relation are swapped at random. If tasks i and j are randomly
selected to be swapped, and task i is placed before task j in the sequence, the
algorithm first checks to see if the new solution will adhere to the precedence
relations.

The local search phase is based on four main processes, as indicated in
Figure 4.2:



68 Chapter 4. The Mixed Model Assembly Line Balancing Problem Type 1

Figure 4.2: The proposed local search method.

1. After the counter is initialized, the random swap function is used to cre-
ate a neighbor solution. Go to step 2 if the neighbor has not been located
in earlier iterations; otherwise, move to step 3.

2. A neighbor list is updated to include the generated neighbor (LN).

3. If the generated neighbor is already present in the list of neighbors, the
counter is increased by one. Then, if the counter is less than or equal to
the max search number, go to step 1 to start looking for a new neighbor.
If, however, a neighbor with a better objective value is found in the list
of neighbors, go to step 4, otherwise the local search should be stopped.

4. Switch the first solution out for the new, better neighbor solution and
reset the counter to 1.
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Figure 4.3: The proposed evaluation method.

4.4.3 Evaluation of solutions

The algorithm compares the new solution found during the local search phase
to the solution previously selected as the best solution found; if the new so-
lution has a better objective value (provides a minimum number of worksta-
tions), it is then considered the best solution found and is passed to the subse-
quent iteration.

The evaluation of solutions is based on the five processes depicted in Fig-
ure 4.3:

1. Initialize the number of workstations to 0 in Step 1.

2. Create a new workstation and set its operational time with the fixed
known cycle time.

3. Add 1 to the number of workstations after each opening procedure.

4. If the selected task’s processing time (task time) is less than or equal to
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the operational time of the current workstation, assign it to that worksta-
tion, and update the operational time by deducting the assigned task’s
processing time from it. If not, proceed to step 02 to open a new work-
station.

5. If there are still unassigned tasks, choose the next one and continue the
process; otherwise, the evaluation process will end.

4.4.4 Updating of selection probabilities

The number of solutions found and the sum of the achieved objective values
are calculated for each alpha value in each iteration by the reactive GRASP.
With this knowledge, the algorithm uses Equation 9 from Section 4 to update
the selection probabilities for each alpha value for each period. This learning
mechanism aids the algorithm in determining which alpha value has the most
likelihood of being chosen from the selection probabilities and, as a result, pro-
duces effective solutions.

4.5 Computational results

On a personal computer with an Intel Core i3-4005 U CPU, 1.70 GHz, and 6GB
memory, the proposed hybrid Reactive GRASP is constructed using Python.
To test its performance, 6 types of problems have been produced at random.
A small size problem with two models A and B, ten tasks, and ten precedence
relations is shown in table 4.1. Model A requires 14 time units of operational
time in total, whereas Model B requires 12. There are 24 demands for model A
and 22 for model B, for a total of 46. We get a cycle time of = 4.1 by dividing
the specified time period by the total number of demands. Two models A and
B must be put together in a straight line in the second small-size problem as
shown in table 4.2, which also has a total of 12 tasks and a total of 14 precedence
relations. Model A takes 17 time unit, whereas Model B takes 14 seconds. A
total of 60 demands 30 each for models A and B are presented. With the overall
demands and the allotted time (PT = 300), the obtained cycle time is 5, which
is the given number. Table 4.3 shows a medium-sized MiMALB problem with
two models, A and B, 15 tasks, and a total of 15 precedence relations. Model A
requires 16 time units to be completed, whereas Model B requires 20. 25 units
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of model A and 15 units of model B must be put together in a period of time
equal to 150, resulting in a cycle time of 4.3.

Table 4.1: Problem 1.

Task Model A Model B Task time Predecessors

1 1.0 1.0 1.0 -
2 2.0 0.0 2.0 -
3 0.0 2.0 2.0 -
4 3.0 1.0 2.0 1, 2
5 2.0 2.0 2.0 -
6 1.0 1.0 1.0 3, 5
7 2.0 0.0 2.0 4
8 0.0 2.0 2.0 4
9 1.0 1.0 1.0 6

10 2.0 2.0 2.0 7, 8, 9
Demands of models : DA = 24, DB =22
Period time = 190
Cycle time = 190/46 = 4.1

Table 4.2: Problem 2.

Task Model A Model B Task time Predecessors

1 1.0 1.0 1.0 -
2 1.0 1.0 1.0 -
3 1.0 1.0 1.0 -
4 2.0 2.0 2.0 1
5 3.0 1.0 2.0 2
6 1.0 3.0 2.0 3
7 0.0 1.0 1.0 4
8 2.0 0.0 2.0 4
9 0.0 1.0 1.0 5, 6

10 2.0 2.0 2.0 7, 8, 5
11 3.0 0.0 3.0 6
12 1.0 1.0 1.0 9, 10, 11

Demands of models : DA = 30, DB =30
Period time = 300
Cycle time = 300/60 = 5

The second medium-sized problem (Table 4.4) contains three models (A,
B, and C), each of which must be completed in 21, 19, and 20 units of time,
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Table 4.3: Problem 3.

Task Model A Model B Task time Predecessors

1 1.0 2.0 1.0 -
2 2.0 0.0 1.0 -
3 2.0 0.0 1.0 -
4 0.0 1.0 2.0 -
5 0.0 3.0 2.0 -
6 0.0 1.0 2.0 -
7 2.0 1.0 1.0 1, 2, 4
8 1.0 2.0 2.0 3, 5, 6
9 3.0 2.0 1.0 7

10 1.0 1.0 2.0 8
11 0.0 1.0 3.0 10
12 1.0 1.0 1.0 9, 11
13 0.0 2.0 1.0 12
14 1.0 1.0 1.0 12
15 2.0 2.0 1.0 13, 14

Demands of models : DA = 20, DB =15
Period time = 150
Cycle time = 150/35 = 4.3

respectively. There are 15 tasks total, and there are overall 17 precedence re-
lations. There are 38 demands for model C, 35 demands for model A, and 35
demands for model B. Based on the problem specifications (PT = 480, Total
number of demands = 108), a cycle time of 4.4 was computed. A large-scale
problem with three models A, B, and C and 22 tasks connected by 25 prece-
dence connections is shown in Table 4.5. Operational times for models A and
B are 27, 31, and 30, respectively. There are 25, 35, and 25 requests for Model
A, Model B, and Model C, respectively. These demands have a time require-
ment of 480, which calls for a cycle time of 5.6. There are four models (A, B, C,
and D) in the second large-size problem Table 4.6 that can be assembled in the
same line. There are 25 tasks in total, with a total of 41 precedence relations.
Models A, B, D, and C require 22, 25, 26, and 26 units of time, respectively, to
complete. There are 40 requests for model A, 15 for model B, 15 for model C,
and 20 for model D. With a period duration of 700 and a cycle time of 7.8, all
of these requirements must be met.

The extremely large problem in Table 4.7 has two models, A and B. 44
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tasks are included, and there are 45 precedence relationships. 66 time units
are required to complete model A, while 63 time units are needed to complete
model B. 50 demands for model A, compared to 45 for model B, for a total of
95. The given period time is 500 time units, and the cycle time is 5.26 when this
number is divided by the total number of demands. This problem is utilized
to compare the performance of the LINGO solver and the proposed hybrid
Reactive GRASP. Table 4.8 lists all the parameters that were used to address
each issue utilizing the hybrid reactive GRASP.

Table 4.4: Problem 4.

Task Model A Model B Model C Task time Predecessors

1 1.0 1.0 1.0 1.0 -
2 0.0 0.0 3.0 3.0 -
3 0.0 2.0 0.0 2.0 -
4 2.0 0.0 1.0 1.5 -
5 3.0 3.0 3.0 3.0 1
6 1.0 1.0 1.0 1.0 2, 3, 4
7 2.0 2.0 2.0 2.0 5, 6
8 1.0 1.0 0.0 1.0 -
9 2.0 2.0 1.0 1.7 4, 8

10 1.0 0.0 2.0 1.5 6, 9
11 2.0 2.0 2.0 2.0 7
12 2.0 2.0 2.0 2.0 10
13 3.0 1.0 1.0 1.3 11, 12
14 0.0 1.0 0.0 1.0 12
15 1.0 1.0 1.0 1.0 13, 14

Demands of models : DA = 35, DB =35, DC =38
Period time = 480
Cycle time = 480/108 = 4.4

Comparisons are made between the hybrid reactive GRASP’s findings
and those from the standard GRASP, which employs a fixed alpha value through-
out all iterations. We also suggest another method based on three heuristics. In
[207] and [208], the assembly line balance problem was solved using the fun-
damental GRASP. We refer to the suggested method as RWP-NS-LT since it is
based on three heuristics from [209]: the ranked positional weight, the great-
est number of successors, and the longest processing time. According to the
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Table 4.5: Problem 5.

Task Model A Model B Model C Task time Predecessors

1 1.0 1.0 2.0 1.3 -
2 2.0 1.0 2.0 1.7 -
3 2.0 1.0 1.0 1.3 1, 2
4 1.0 0.0 0.0 1.0 -
5 0.0 2.0 1.0 1.5 -
6 2.0 3.0 3.0 2.7 -
7 1.0 1.0 0.0 1.0 -
8 3.0 4.0 1.0 2.7 4, 5, 6, 7
9 1.0 0.0 0.0 1.0 3

10 0.0 1.0 4.0 2.5 3
11 1.0 2.0 3.0 2.0 8
12 2.0 4.0 4.0 3.3 9, 10, 11
13 3.0 0.0 2.0 2.5 -
14 1.0 2.0 1.0 1.3 13
15 3.0 2.0 0.0 2.5 14
16 0.0 3.0 2.0 2.5 15
17 0.0 0.0 1.0 1.0 12
18 1.0 0.0 0.0 1.0 12
19 0.0 1.0 0.0 1.0 16
20 2.0 0.0 1.0 1.5 16
21 0.0 1.0 0.0 1.0 12
22 1.0 2.0 2.0 1.7 17,18,19, 20,21

Demands of models : DA = 25, DB =35, DC =25
Period time = 480
Cycle time = 480/85 = 5.6

suggested method, the task allocated to the workstation with the highest im-
portance is the one with the most positional weight. When two tasks have the
same positional weight, their successor counts are compared, and the task with
the most successors is given top priority. If both tasks have the same number
of successors, their processing times are also compared, and the task with the
longest processing time receives the highest priority. In the event that two jobs
have the same processing time, the RWP-NS-LT finally selects one at random.
In the fundamental GRASP, the fixed alpha value utilized for each presented
problem is 0.

The numbers of solutions found by each alpha value used to solve each
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Table 4.6: Problem 6.

Task Model A Model B Model C Model D Task time Predecessors

1 1.0 1.0 1.0 1.0 1.0 -
2 0.0 1.0 0.0 0.0 1.0 -
3 0.0 2.0 2.0 0.0 2.0 -
4 2.0 0.0 1.0 0.0 1.5 -
5 0.0 0.0 0.0 1.0 1.0 -
6 0.0 0.0 0.0 1.0 1.0 -
7 3.0 2.0 0.0 1.0 2.0 -
8 2.0 3.0 2.0 2.0 2.25 1
9 0.0 0.0 2.0 0.0 2.0 4
10 1.0 0.0 0.0 3.0 2.0 4, 5
11 1.0 0.0 0.0 2.0 1.5 4, 6, 7
12 0.0 0.0 1.0 0.0 1.0 3
13 1.0 1.0 0.0 0.0 1.0 2, 7
14 0.0 1.0 0.0 0.0 1.0 3, 7
15 0.0 0.0 3.0 0.0 3.0 3
16 2.0 0.0 3.0 0.0 2.5 8, 9, 13
17 2.0 0.0 5.0 5.0 4.0 8,10,11,12, 13
18 4.0 0.0 0.0 4.0 4.0 11
19 0.0 3.0 1.0 3.0 2.3 8,11,12,13, 15
20 1.0 0.0 1.0 1.0 1.0 16,17,18
21 0.0 4.0 2.0 0.0 3.0 14,17,19
22 0.0 5.0 0.0 0.0 5.0 21
23 1.0 0.0 0.0 0.0 1.0 17
24 0.0 0.0 0.0 1.0 1.0 18,19
25 1.0 2.0 2.0 2.0 1.75 20,22,23,24

Demands of models : DA = 40, DB =15, DC =15,
DD = 20
Period time = 700
Cycle time = 700/90 = 7.8

problem are shown in 4.9. In the majority of cases, when α =1, the search space
is expanded and the algorithm can identify more solutions. Some of the so-
lutions found by different alpha values are similar, and some of the solutions
found by α=1 cannot be found by α=0 or α=0.5, but as we can see, the number
of solutions found by α=0 in solving the large size problem 6 is higher than
numbers found by α=0.45 and α=1, so we can conclude that when the alpha
value increases the algorithm can find more solutions. The probability of se-
lection for each alpha throughout the solution of the small size problem 1 is
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Table 4.7: Problem 7.

Task Model A Model B Task time Predecessors
1 1.0 1.0 1.0 -
2 2.0 2.0 2.0 -
3 1.0 0.0 1.0 -
4 1.0 1.0 1.0 -
5 1.0 1.0 1.0 -
6 0.0 1.0 1.0 -
7 2.0 2.0 2.0 1
8 2.0 2.0 2.0 2
9 3.0 0.0 3.0 3
10 2.0 2.0 2.0 4
11 1.0 1.0 1.0 5
12 0.0 1.0 1.0 6
13 1.0 1.0 1.0 7, 8
14 1.0 0.0 1.0 9
15 4.0 2.0 3.0 10
16 3.0 3.0 3.0 11, 12
17 2.0 4.0 3.0 13
18 1.0 0.0 1.0 14
19 3.0 5.0 4.0 15
20 1.0 1.0 1.0 16
21 1.0 0.0 1.0 17
22 0.0 2.0 2.0 17
23 2.0 0.0 2.0 18
24 1.0 1.0 1.0 19, 20
25 1.0 0.0 1.0 21
26 0.0 2.0 2.0 22
27 1.0 0.0 1.0 23
28 1.0 1.0 1.0 24
29 1.0 1.0 1.0 25, 26
30 3.0 0.0 3.0 27
31 1.0 1.0 1.0 28
32 1.0 5.0 3.0 29
33 2.0 2.0 2.0 30, 31
34 1.0 1.0 1.0 32
35 3.0 1.0 2.0 33
36 0.0 4.0 4.0 34
37 3.0 0.0 3.0 34
38 1.0 1.0 1.0 35
39 0.0 1.0 1.0 36
40 1.0 0.0 1.0 37
41 2.0 2.0 2.0 38
42 2.0 2.0 2.0 39, 40
43 1.0 1.0 1.0 41
44 5.0 5.0 5.0 42, 43
Demands of models : DA = 50, DB =45
Period time = 500
Cycle time = 500/95 = 5.26

shown in Figure 4.4, and since there was no change from the first to the last
period, all alpha values have an equal likelihood of obtaining solutions with
the same objective values. Figures 4.5 and 4.6 demonstrate that, when solving
medium-sized problem 3 and small-sized problem 2, the selection probabili-
ties of α=0 and α=0.5 have the same variation over all periods as compared to
α=1, and they increase. This indicates that when alpha takes 0 and 0.5 as val-
ues, the algorithm can find good solutions that have the same objective values
(numbers of workstations).

We can see that the variations of the selection probabilities of the α=0 and
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Table 4.8: Used parameters in the hybrid reactive GRASP for all problems

Max iterations Max search period alpha values
small size problem 1 1000 30 100 0, 0.5, 1
small size problem 2 1000 30 100 0, 0.5, 1
medium size problem 3 1500 40 100 0, 0.5, 1
medium size problem 4 1500 40 100 0, 0.75, 1
large size problem 5 2000 40 100 0, 0.75, 1
large size problem 6 2000 40 100 0, 0.45, 1

α=0.75 values are similar and improved over the probability of the α=1 from
the second to the last period in Figures 4.7 and 4.8 respectively, which show the
variation of the used alpha values while solving medium-size problem 4 and
large-size problem 5. Figure 4.9 demonstrates that, when compared to α=0.45
and α=1, the probability of selection of α=0 is the highest, indicating that 0 is
the optimum alpha value for the algorithm to use in order to identify the best
solutions for the large-scale problem 6.

Figures 4.10 and 4.11 display six comparisons of the number of worksta-
tions that each algorithm was able to generate after solving the given chal-
lenges. When problems 1 and 6 were solved, all algorithms yielded the same
number of workstations (wr = 5 for problem 1 and wr = 7 for problem 6), as
shown in comparisons (a) and (f). Comparisons (b) and (d) demonstrate that,
when compared to the proposed RWP-NS-LT, the hybrid Reactive GRASP and
the basic GRASP perform better in solving tasks 2 and 4, respectively. After
resolving difficulties 3 and 5, comparisons (c) and (e) reveal that only the hy-
brid Reactive GRASP, when compared to the basic GRASP and the suggested
RWP-NS-LT, finds the optimal values. We can therefore deduce from all com-
parisons that the suggested hybrid Reactive GRASP had an advantage over the
basic GRASP and the proposed RWP-NS-LT in that it was able to find the best
solutions for all size problems. Tables (4.10, 4.11, 4.12, 4.13, 4.14, 4.15) illustrate
found solutions of the hybrid reactive GRASP for all problems.

Table 4.16 compares the CPU time required to solve problem 7 by the pro-
posed Hybrid Reactive GRASP and the LINGO solver. We can easily deduce
from the data analysis for all tries that the Hybrid Reactive GRASP can locate
the ideal number of workstations (w = 16) faster than the LINGO solver.
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Table 4.9: Numbers of solutions found by the hybrid Reactive GRASP for each
problem

small size problem 1 α = 0 α = 0.5 α = 1 total number of solutions

56 58 247 361
small size problem 2 α = 0 α = 0.5 α = 1 total number of solutions

84 194 310 588
medium size problem 3 α = 0 α = 0.5 α = 1 total number of solutions

111 106 494 711
medium size problem 4 α = 0 α = 0.75 α = 1 total number of solutions

8 128 469 605

large size problem 5 α = 0 α = 0.75 α = 1 total number of solutions

48 646 671 1365
large size problem 6 α = 0 α = 0.45 α = 1 total number of solutions

689 652 624 1965

Figure 4.4: Variation of selection probabilities while solving problem 1.

Figure 4.5: Variation of selection probabilities while solving problem 2.
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Figure 4.6: Variation of selection probabilities while solving problem 3.

Figure 4.7: Variation of selection probabilities while solving problem 4.

Figure 4.8: Variation of selection probabilities while solving problem 5.

Figure 4.9: Variation of selection probabilities while solving problem 6.

4.6 Conclusion

In this chapter, we presented our contribution to solve MiMALBP type 1. The
mixed-model assembly line is intended to create many models of a single prod-
uct in order to satisfy customer needs on time, and determining the appro-
priate number of workstations to optimize workload at each workstation for
each model is a challenging task. A hybrid reactive GRASP meta-heuristic
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Figure 4.10: Obtained number of workstations for problem 1 (a), problem 2
(b), and problem 3 (c).

Figure 4.11: Obtained number of workstations for problem 4 (d), problem 5
(e), and problem 6 (f)

was presented in this contribution to solve the straight mixed-model assem-
bly line balance problem while decreasing the number of workstations. In the
construction phase, the shortest processing time heuristic is used to identify
the priority rule and assess jobs based on their processing times, and in the
local search phase of the algorithm, a basic local search approach that seeks
for a better neighbor solution is utilized. The hybrid reactive GRASP discov-
ered optimum solutions for all provided issues after addressing all proposed
problems utilizing the hybrid reactive GRASP, the basic reactive GRASP, and
the RPW-SN-LT. The hybrid reactive GRASP findings further demonstrate that
utilizing a set of alpha values makes the algorithm more efficient by discover-
ing more solutions than using a fixed alpha value and allows it to avoid the
local optimum trap. Furthermore, when compared to the LINGO solver, the
suggested reactive GRASP took less time to solve the extremely big issue.
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Table 4.10: Assignment of tasks of problem 1.

Wr1 Wr2 Wr3 Wr4 Wr5

1, 3 5, 6, 9 2, 4 7, 8 10

Table 4.11: Assignment of tasks of problem 2.

Wr1 Wr2 Wr3 Wr4

3, 2, 1, 6 5, 9,4 7, 8, 10 11, 12

Table 4.12: Assignment of tasks of problem 3.

Wr1 Wr2 Wr3 Wr4 Wr5 Wr6

3, 2, 1 4, 7, 9 5, 6 8, 10 11, 12 13, 14, 15

Table 4.13: Assignment of tasks of problem 4.

Wr1 Wr2 Wr3 Wr4 Wr5 Wr6 Wr7

8, 4, 1 2 3, 9 5, 6 7, 11 10, 12 14, 13, 15

Table 4.14: Assignment of tasks of problem 5.

Wr1 Wr2 Wr3 Wr4 Wr5 Wr6 Wr7 Wr8

2,7, 5,1 3,4, 9 13,14 15,10 16,19, 20 6,8 11,12 17,18, 21,22

Table 4.15: Assignment of tasks of problem 6.

Wr1 Wr2 Wr3 Wr4 Wr5 Wr6 Wr7

6,1,5, 2,4,10 3,12,9, 7 14,13,11, 8 16,15,19 17,21 23,18,24, 20 22,25
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Table 4.16: Comparison of taken CPU time for solving problem
7 by the Hybrid Reactive GRASP and LINGO solver.

Attempts
Hybrid Reactive GRASP
(CPU / Workstations )

LINGO solver
(CPU / Workstations)

Attempt 1 10 min : 18 sec / 16 29 min : 46 sec / 16
Attempt 2 14 min : 21 sec / 16 21 min : 41 sec / 16
Attempt 3 16 min : 47 sec / 16 45 min : 09 sec / 16
Attempt 4 10 min : 22 sec / 16 28 min : 41 sec / 16
Attempt 5 10 min : 27 sec / 16 37 min : 31 sec / 16
Attempt 6 10 min : 14 sec / 16 23 min : 50 sec / 16
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Chapter 5

A Hybrid Grasp-genetic Algorithm
for Mixed-model Assembly Line
Balancing Problem Type 2

5.1 Introduction

The mixed model assembly line balancing problem type 2 aims at finding the
minimal cycle time for a fixed number of workstations. By minimizing the
total cycle time of the line, we can reach an important production rate. This
problem became more interesting in the last decades due to the high demands
of customers for a variety of models of the same product. To solve this prob-
lem, we proposed a hybrid approach that combines two meta-heuristics, the
greedy randomized adaptive search procedure (GRASP), and the famous ge-
netic algorithm (GA). In order to build initial solutions, the ranked positional
weight (RPW) was used in the construction phase of the GRASP. Initial solu-
tions are then enhanced in the local search phase using a neighborhood search
procedure.

This chapter is organized as follows; first, we describe the mixed-model
assembly line balancing problem type 2. Then, we discuss the proposed algo-
rithms including the genetic algorithm and the greedy randomized adaptive
search procedure. After that, we present a numerical example. Finally, we
discuss the obtained results.
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5.2 Problem description and mathematical formu-

lation

5.2.1 Problem description

Similar models are put together in the mixed model assembly line in a pre-
determined random order. Each model has a set of tasks, and each task has
a specified processing time (or task time). The precedence relations illustrate
all tasks and the relations between them. A task cannot be allocated before its
predecessors since all tasks must be assigned to workstations while taking into
account their relationships of precedence. The cycle time cannot be exceeded
by the total of task times for a single workstation (workstation time). By inte-
grating the precedence relations graphs of the models into a single precedence
graph and calculating the average task processing time for each task, the mixed
model assembly line balancing problem can be reduced to a simple assembly
line balancing problem. So, the goal of solving the MiMALBP-2 is to determine
the optimum job assignment with the shortest cycle time for a set number of
workstations while maintaining the order of precedence. In this study, finding
the ideal sequence of models is not taken into account.

5.2.2 Mathematical formulation

C Cycle time
n number of tasks
i task i where i=1,..., n
m The number of workstations
k Workstation k where k=1,...,m
ti processing time of task i
Pi the set of predecessors of task i
Xik equal to 1 if task i is assigned to workstation k, 0 otherwise

The goal is to maximize the production rate by optimizing the cycle time
(minimizing the cycle time equation 5.1). Baybars et al. [18] developed the
following mathematical formulation of the problem to solve SALBP-2 and it
can be used to solve MiMALBP-2 :
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min C (5.1)

Under the following constraints:

m

∑
k=1

Xi,k = 1 (5.2)

n

∑
i=1

ti · Xi,k ≤ C (5.3)

m

∑
k=1

k · Xh,k ≤
m

∑
k=1

k · Xi,k where h ∈ Pi (5.4)

Xi,k ∈ {0, 1} (5.5)

Equation (5.2) assures that each task is only affected once. Equation (5.3)
requires that the sum of the process times of tasks allocated to the same work-
station be less than or equal to the cycle time. The precedence relations be-
tween tasks are imposed by Equation (5.4). If task h must be completed before
task i the index of the station where task h is affected must be less than or equal
to the index of the station where task i is affected. Lastly, Equation (5.5) reflects
the constraint of the decision variables’ integrity.

5.3 The proposed algorithms to solve the MiMALBP

type 2

The mixed model assembly line problem type 2 is addressed in this study us-
ing the hybridization of two meta-heuristics, the genetic algorithm (GA) and
the GRASP (Greedy Randomized Adaptive Search Process). Every individual
is a unique solution discovered using GRASP because it is utilized to seed the
initial population of the GA. Figure 5.1 displays the suggested hybridization.
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Figure 5.1: GA-GRASP hybridization.

5.3.1 Genetic algorithm

A number of assembly line balancing issues have been solved using the ge-
netic algorithm, which is a well-known and efficient metaheuristic [72]. Each
solution (individual) is evaluated in this metaheuristic after its fitness has been
determined using a fitness function F. It starts with initial solutions (popula-
tion), which are the starting point. For operators (crossover and mutation), the
best solutions are chosen. In the end, evaluations are done on the individu-
als produced by the genetic operators. The number of generations is the total
number of times all these GA processes are repeated [thiruvady_ant_2020 ,
210]. We employed the Elitism technique [211] in the proposed GA to ensure
that the best solutions persisted until the final population by keeping 25 % of
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the population’s top performers in each generation to undergo GA operators.
The GA stages are described as follows:

1. Encoding of solutions: Priority-based encoding is employed in this pa-
per to build the task sequence based on the precedence graph. The task
node is represented by the value of the gene, and its assignment priority
is indicated by where it is located in the sequence.

2. The initial population: Each member of the initial population, which
consists of a collection of individuals, symbolizes the final result of the
greedy randomized adaptive search method.

3. Fitness function: The fitness function is computed for each individual in
order to evaluate them. Because the goal of this GA is to maximize the
production rate, the fitness function (F) is dependent on cycle time (C):

F = 1/C (5.6)

4. Selection: Tournament selection is used to choose the finest candidates.
Two players are randomly selected from the remaining 75 % of partici-
pants in each tournament, and the two with the shortest cycle times go
through GA operators (crossover and mutation). Up until the necessary
number of individuals are present in the mating pool, the selection pro-
cedure is repeated.

5. Crossover: The one-point crossover is employed to produce new off-
spring. First, two parents are picked from the list of those who were
part of the selection process. Then, the one-point crossover is used be-
tween two parents to produce new offspring, as depicted in figure 5.2.
Repeated tasks (genes) in the chromosome must be replaced by missing
tasks.

6. Mutation: A swap mutation is one in which the values of two randomly
selected genes (tasks) are switched. To create novel sequences, the pro-
cess of mutation is done to a few individuals selected at random. In the
end, tasks that disregard precedence relations must be reordered in order
to fix unfeasible solutions.
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Figure 5.2: One-point crossover.

5.3.2 Greedy randomized adaptive search procedure (GRASP)

Several combinatorial problems have been solved using the meta-heuristic
GRASP. Each iteration of this meta-heuristic comprises the construction phase
and the local search phase. Building a feasible solution is the purpose of the
construction phase, while the local search phase seeks to improve the solution
established during the construction phase using a local search method [212].
The popular heuristic of ranked positional weight (RPW), which has been uti-
lized to tackle the assembly line balancing problem, is employed to identify a
feasible solution in the construction phase. With this heuristic, tasks are listed
in declining order according to their positional weights. All other durations
attributable to the successors are added to the duration of the selected task to
determine the positioning weight [213].

During the construction process, each iteration is based on two lists: the
Candidate List (CL) and the Restricted Candidate List (RCL) [201]. First, all
tasks are included in the candidate list, and the RCL is generated from this
list by selecting tasks with the highest positional weight while adhering to all
criteria (precedence relations and available workstation time). The p elements
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with the best positional weight limit the number of elements in the restricted
candidate list. A task is picked at random from the RCL for the assignment.
The selected task is removed from the RCL and CL, and the workstation time
is updated. When all tasks in the CL have been allocated and the specified
number of workstations has been met, the construction phase comes to an end.
Otherwise, the construction phase resumes until a feasible solution with the
precise number of workstations specified is found.

Because the solution identified during the construction phase may not be
ideal, the local search is utilized to improve the produced solution. In the lo-
cal search phase, neighborhood search is used to identify an optimal neighbor-
hood solution by randomly changing the positions of two tasks in the sequence
while obeying precedence relations. The cycle time of the new sequence is de-
termined in order to compare it to the sequence discovered during the con-
struction phase. When no alternative best-neighborhood solution is found, the
process in the local search phase ends.

5.4 Numerical example

The suggested hybrid technique is tested on an example that illustrates a mixed
model problem with two models A and B using Python 3.7.3 on a Computer
with an Intel(R) Core (TM) i3-4005U Processor 1.70 GHz. Each model has its
own precedence relations for each model, and each task in each model may
have a distinct processing time. Tables 5.1 and 5.2 show data from models A
and B, respectively. The first column is the task number, the second is the task
time, and the last column is the immediate predecessors. Certain tasks are not
included in assembling each model. To solve this mixed model assembly line
problem, we transformed it into a simple problem by combining the graphs of
models A and B into one graph, as shown in Figure 5.4. For each common task
between models, the average processing time is calculated, and unnecessary
relations are deleted. The problem contains 12 tasks and 12 precedence rela-
tions that must be respected during the assignment of tasks to workstations.
As shown in Figure 5.4, the values inside the circles are the task numbers, and
T is the average processing time. So, the aim is to find the minimum cycle
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Figure 5.3: Adopted GRASP approach for MiMALBP resolution.

time based on the number of workstations. In this example, the number of
workstations is 4.
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Table 5.1: Model A

Task Task time Immediate predecessors

1 9 -
2 21 -
3 25 -
4 14 1
5 23 2
6 12 3
7 11 4, 5
8 7 5
9 20 5, 6
10 4 7, 8

Table 5.2: Model B

Task Task time Immediate predecessors

1 3 -
2 25 -
4 19 1
5 17 2
7 7 5, 5
8 15 5
9 8 5
10 13 7, 8
11 17 9
12 13 11
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Figure 5.4: Combined precedence graph.

Table 5.3: GRASP-GA parameters.

Parameters Values

GRASP RCL (number of elements) 3
Number of iterations 10

GA

Number of generations 100
Population size 20
Crossover probability 0.5
Mutation Probability 0.15
Elitism 25 %

5.5 Discussion of obtained results

Figure 5.5 depicts the GRASP application in the proposed case. The GRASP
was run 20 times to generate the initial population, with each iteration yield-
ing a different feasible solution. As seen, each solution includes the solution
discovered during the construction phase as well as its best neighborhood as
determined by the local search technique. With cycle time (c = 47.5), 8 optimal
solutions (S1, S5, S7, S9, S10, S12, S14, S17) were discovered. In certain situa-
tions (S7, S11, S13, and S18), no superior nearby solutions were found during
the local search phase.

Figure 5.6 shows the outcome of the hybridization of the two proposed
meta-heuristics (GRASP and Genetic algorithm). All neighborhood solutions
identified in the 20 GRASP executions were employed as an initial population
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in the genetic algorithm, and after 100 generations, 8 improved solutions (S1,
S2, S3, S4, S5, S11, S15, S17) were discovered with cycle time (c= 45). Table 5.4
shows how best-found solutions varied in the order of tasks.

Figure 5.5: Obtained solutions using GRASP.

Figure 5.6: Obtained Solutions using GRASP-GA.

Any of the eight best solutions found in the final population can be chosen
as the final solution because the only variation between them is the sequence of
tasks. The first answer is picked at random as the final solution, and table 5.5
below illustrates the assignment of jobs to workstations based on the chosen
solution.

The workload for each model can be calculated based on the chosen as-
signment; thus, for each workstation, the sum of processing times of assigned
tasks is calculated to find the workload; however, because there is a difference
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Table 5.4: Best sequences found in the final population

Solution Tasks order

S1 2, 5, 3, 6, 1, 9, 11, 12, 8, 4, 7, 10
S2 2, 5, 1, 3, 6, 9, 11, 12, 4, 7, 8, 10
S3 3, 6, 1, 2, 5, 9, 11, 12, 4, 8, 7, 10
S4 2, 5, 1, 3, 6, 9, 11, 12, 8, 4, 7, 10
S5 2, 5, 1, 3, 6, 9, 11, 12, 4, 8, 7, 10
S11 2, 5, 3, 1, 6, 9, 11, 12, 4, 7, 8, 10
S15 3, 6, 1, 2, 5, 9, 11, 12, 8, 4, 7, 10
S17 3, 6, 1, 2, 5, 9, 11, 12, 8, 4, 7, 10

Table 5.5: Assignment of tasks to workstations

Workstation Tasks

W1 2, 5
W2 3, 6, 1
W3 9, 11, 12
W4 8, 4, 7, 10

in processing times of common tasks between models, the workloads will be
different, and thus the utilization of workstations during production is not
stable due to the variety of products. Figure 5.7 illustrates the workload for
models A, and B, and the Average workload. Overload and lead time were
also calculated.

The reader can observe that the cycle time is surpassed in workstation 2
for model A and in workstation 4 for model B. This difficulty arises from the
variety of models and can affect line efficiency; therefore, to address this issue
in mixed-model assembly lines, the appropriate sequence of goods that can
minimize work overload must be found. This is recognized in the literature as
the mixed model sequencing problem .

According to the results, the suggested greedy randomized adaptive search
technique was trapped in the local optima in different executions with (c =
47.5) in this example, and the local search procedure did not discover a neigh-
borhood solution that reduces the cycle time in some situations. After hy-
bridizing GRASP with the suggested GA and starting with all neighborhood
solutions discovered using GRASP as the initial population, superior solutions
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Figure 5.7: Model (A) workload, Model (B) workload, Average workload.

with a minimum cycle time (c = 45) were discovered.

In solving the proposed numerical example, the genetic algorithm was im-
portant in finding new solutions that could not be found using the proposed
GRASP, and due to the presence of precedence relations constraints, the neigh-
borhood search method was restricted because, for each solution found by the
construction phase, a neighborhood solution that differed only in the positions
of two tasks had to be found. However, by using genetic algorithm opera-
tors (crossover and mutation) over generations, the probability of discovering
novel solutions increases.

5.6 Conclusion

The mixed model assembly line balance problem type 2 is addressed in this
chapter, with the goal of determining the appropriate job assignment across
workstations to reduce cycle time. To seed the initial population of the ge-
netic algorithm, a greedy randomized adaptive search procedure based on a
ranked positional weight heuristic is proposed, and a numerical example rep-
resenting a mixed-model assembly line that assembles two different products
is used to test the proposed hybridization. The results demonstrate the effi-
cacy of the suggested hybridization by applying GA to improve the solutions
discovered by GRASP. The proposed GRASP was trapped in the local optimal
in the first stage due to the use of a fixed alpha value, which cannot help the
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GRASP expand the search space, but in the second stage, the genetic algorithm
starts with the GRASP solutions as an initial population to address the GRASP
drawback and, as a result, avoid the local optimal problem.
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Chapter 6

Maximization of the assembly line
efficiency using an approach based
on Genetic Algorithm

6.1 Introduction

Maximizing line efficiency is an important challenge in manufacturing sys-
tems; it is known as the assembly line balance problem type E, and it requires
finding the ideal combination of workstations and cycle time that maximizes
line efficiency. We proposed a genetic algorithm-based technique for dealing
with SALBP type E in this contribution. To put the suggested genetic algo-
rithm to the test, three different SALBP issues are developed, and the results
are compared to those achieved by the Hybrid Reactive Greedy Randomized
Adaptive Search Procedure.

This chapter is organized as follows; first, we describe the problem. Then,
we discuss the proposed approach and the genetic algorithm used to solve the
SLABP type 2. After that, we have a section that presents the computational
experiments. Then, we discuss the obtained results. Finally, we conclude the
chapter.
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6.2 Problem description and mathematical formu-

lation

n Number of tasks
w Number of workstations
c Cycle time
ti Processing time of task i
tsum The sum of all task times
tmax The maximum task time
I Idle time
Pi The set of predecessors of task i
Xij ∈ 0, 1 1 if task i is assigned to workstation j, 0 otherwise
cmin Lower bound of the cycle time
cmax Upper bound of the cycle time
wmin Lower bound of the number of workstations
wmax Upper bound of the number of workstations

SALBP type E is defined as follows: A single product is made on a se-
rial assembly line by conducting a series of procedures known as tasks. The
precedence relations graph represents the relationships between tasks. To be
performed, each task requires a processing time known as task time, and it is
assumed in SALBP type E that the nature of the task time is deterministic. Each
task should be assigned to a different workstation. Each workstation might
have several tasks, and the workstation time is the sum of all task times given
to the same workstation. The cycle time, which is a set amount of time that
each product unit spends at each workstation, must be longer than or equal to
the workstation time; in other words, the workstation time cannot be longer
than the cycle time. The idle time I is the duration during which the work-
station is inactive and is represented by the difference between the cycle time
and the workstation time. The objective in SALBP type E is to decrease the line
capacity, which is defined as the product of the cycle time and the number of
workstations, to maximize the line efficiency; consequently, the objective func-
tion can be represented by equation (6.1). Both cycle time and the number of
workstations are unknown.
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min
w

Z = c · w (6.1)

The line efficiency is defined as E = tsum
c∗w ∗ 100%. The idle time is defined

as I = (c ∗ w)− tsum. The Objective function 6.1 is under the following con-
straints:

w

∑
j=1

Xi,j = 1 where i = 1, ..., n (6.2)

n

∑
i=1

ti · Xi,j ≤ c where j = 1, ..., w (6.3)

w

∑
j=1

j · Xh,j ≤
w

∑
j=1

j · Xi,j where i = 1, ..., n and h ∈ Pi (6.4)

Xi,j ∈ {0, 1} (6.5)

Constraint (6.2) requires task i to be assigned to just one workstation. Con-
straint (6.3) guarantees that the total time spent on all tasks allocated to the
same workstation does not exceed the cycle time. The priority relations are
imposed by constraint (6.4).

The SALBP type E can be characterized by a [Wmin, Wmax] interval of the
possible number of workstations and/or a [cmin, cmax] interval of the potential
cycle duration [47]. The cycle time must be larger than or equal to the maxi-
mum task time but less than or equal to the total of all task times:

tmin ≤ c ≤ tmax

As stated in [44], the ideal number of workstations may be determined
when the cycle time is selected. The number of workstations lies between Wmin

and Wmax and may be calculated as follows:

Wmin =

⌈
∑n

i=1 ti

c

⌉
(6.6)
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Wmax =

⌈
∑n

i=1 ti

tmax

⌉
(6.7)

Wmin ≤ W ≤ Wmax

It should be noted that if the cycle time is set to tmax, the lower and upper
bounds on the number of workstations will be equal.

6.3 The proposed genetic algorithm-based approach

6.3.1 The Adopted approach

The method used to solve SALBP type E is described in this section. The sug-
gested strategy for dealing with SALBP type E is introduced first, followed by
a description of the Genetic Algorithm that was used in our strategy.

There are two methods that can be utilized to establish the search space
and resolve SALBP type E. The first step is to use the lower bound and upper
bound [Cmin, Cmax] to calculate the cycle time interval. Next, find the ideal
number of workstations for Cmin, Cmax, and any other values between them.
In order to solve a SALBP type 1 sequence using this method, the optimal cou-
ple (cycle time, number of workstations) that maximizes line efficiency must
be determined. This couple is therefore the best solution for SALBP type E.
The second method involves using the lower bound and upper bound [Wmin,
Wmax] to calculate the range of the potential number of workstations, and then
searching for the ideal cycle time for Wmin, Wmax and all values in between.
The optimum combination (cycle duration, number of workstations) that max-
imizes line efficiency is selected as the best solution for SALBP type E in this
situation, which involves solving a sequence of SALBP type 2 problems.

In order to solve each SALBP type 2 and determine the best cycle time
for each given number of workstations, we employed in this study the second
strategy to solve SALBP type E and the genetic algorithm to solve SALBP type
2. The flowchart for the suggested method is shown in Figure 6.1.
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Figure 6.1: Flowchart of the proposed approach to solve the SLBP-E.

Equation (6) is employed to calculate the upper constraint on the number
of workstations, and this upper bound serves as the stopping criterion. Due
to the fact that real-world assembly lines require at least two workstations,
we begin with Wmin = 2 rather than Wmin = 1 for the lower bound. When
solving the ALBP, for instance, certain tasks cannot be assigned to the same
workstation for safety concerns if there are negative zoning constraints that
must be taken into account [167, 214].
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6.3.2 The Adopted genetic algorithm

The genetic algorithm is a meta-heuristic that begins with a set of solutions
known as the initial population, and each of those answers represents an indi-
vidual. This meta-heuristic employs a number of processes to produce a new
population, including the generation of the initial population, the evaluation
of individuals using a fitness function, the process of selection, and the use of
operators (crossover and mutation). These actions are repeated for a specified
number of generations. Each solution in the genetic algorithm we propose
represents a set of tasks, and the precedence rules that govern the order of
the tasks in the set must be observed. The name of this representation is the
"priority-based encoding method," in which each gene represents a task and
the position of the node in the sequence denotes the task’s priority of assign-
ment. The steps below serve as the foundation for the suggested GA to solve
SALBP-2.

• Initial population generation: We produce the initial population at ran-
dom. Every individual in the population represents a feasible solution.

• Individual evaluation: which is based on the fitness function that can be
used to assess individuals. The goal of this suggested genetic algorithm
is to solve SALBP-2, where the cycle time must be minimized. As a result,
the fitness function is based on the cycle time and is provided by F = 1/C,
where C is the cycle time.

• Selection: Using this stage, the population’s top candidates are chosen.
The tournament selection is employed in this GA and operates as follows:
Two participants (solutions) are chosen at random from the population
for each tournament iteration, and the solution with the better fitness
value (the shortest cycle time) is chosen. Up until the mating pool has
the required number of solutions, the selection process is repeated.

• Crossover operator: In this GA, two chosen solutions (parents) from the
mating pool are subjected to the one-point crossover in order to produce
new solutions (offspring). As seen in the picture below, repeated tasks
(genes) in generated solutions are replaced with missing tasks to main-
tain the feasibility of solutions. Additionally, the sequence of tasks is
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checked to ensure that the new solution adheres to precedence restric-
tions.

Figure 6.2: One-point crossover

• Mutation operator: The Swap mutation is applied in this GA. It involves
exchanging the values of two tasks chosen at random from the solution.
Once a new solution has been found, its viability is examined, and any
necessary modifications are made. Depending on the mutation probabil-
ity parameter, which is set by the programmer, the process of mutation is
applied to some individuals.
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Figure 6.3: Swap mutation.

6.4 Computational experiments

We constructed three distinct problems to evaluate the suggested methodol-
ogy. The first problem has 10 tasks, 9 precedence relations, and a total process-
ing time of 23. The second problem has 14 tasks, 16 precedence relationships,
and a 33-second processing time in total. Finally, there are 20 tasks, 22 prece-
dence relations, and a total processing time of 42 in the third problem. The
generated problems are displayed in Tables 6.1, 6.2, and 6.3. A computer with
8 GB of RAM and an Intel dual-core 1.70 GHz CPU is used to implement the
suggested methodology. Python is the programming language used. We uti-
lized the hybrid Reactive GRASP suggested in the next chapter to compare and
assess the effectiveness of the proposed genetic algorithm. For each issue, the
maximum number of workstations is determined using the formula (6). The
upper bounds identified for each issue are shown in table 6.4.

We fixed the lower bound by 2 to identify the range of potential values for
the number of workstations for each problem. As a result, the range of poten-
tial values for problem 1 is [Wmin = 2, Wmax = 6], problem 2 is [Wmin = 2, Wmax

= 7], and problem 3 is [Wmin = 2, Wmax = 9]. We can calculate the number of
SALB problems of type 2 that must be solved for each SALB problem of type
E by establishing the intervals of possible values for the number of worksta-
tions. For instance, the interval for SALBP-E number 1 is [Wmin = 2, Wmax =
6], which requires that 5 SALB problems of type 2 be completed beginning at
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Wmin = 2. The parameters employed by the proposed evolutionary algorithm
and the hybrid Reactive GRASP, respectively, to solve all problems are shown
in tables 6.5 and 6.6, respectively.

Table 6.1: Problem 1

Task Task time Immediate predecessors

1 1 -
2 2 -
3 1 -
4 3 1
5 3 2
6 4 3
7 1 4
8 2 5
9 4 6
10 2 7, 8, 9

Table 6.2: Problem 2

Task Task time Immediate predecessors

1 2 -
2 3 -
3 1 1
4 5 3
5 2 1
6 2 2
7 1 5, 6
8 3 4
9 5 6
10 1 7
11 1 9
12 2 10, 11
13 2 8, 10
14 3 13, 12



106
Chapter 6. Maximization of the assembly line efficiency using an approach

based on Genetic Algorithm

Table 6.3: Problem 3

Task Task time Immediate predecessors

1 3 -
2 1 -
3 1 -
4 2 -
5 2 1
6 2 2
7 4 3, 4
8 5 5, 6
9 1 7
10 2 8
11 3 8
12 3 9
13 2 9
14 2 9
15 1 10
16 1 11
17 1 12
18 3 13
19 2 14
20 1 15, 16, 17, 18, 19

Table 6.4: Upper bounds used in generated problems

Problem Upper bound on the number of workstations

1
⌈23

2

⌉
= 6

2
⌈33

5

⌉
= 7

3
⌈

42
5

⌉
= 9
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Table 6.5: Used parameters in the Genetic Algorithm

Parameters Values

Number of generations (for each problem 3000
Population size (number of individuals) 20
Crossover probability 0.5
Mutation probability 0.15
Elitism (The percentage of best individuals kept to be
passed to the next generation)

25 %

Table 6.6: Used parameters in the Hybrid Reactive GRASP

Parameters Values

Alpha values 0, 0.5, 1
Max iterations 500
Max search iterations (searching for neighborhood) 20
Update period 100

6.5 Results and discussion

Tables 6.7, 6.8, and 6.9 show the results obtained after solving Problems 6.1, 6.2,
and 6.3 using the suggested genetic algorithm and the hybrid reactive GRASP,
respectively. The reader can see from the tables that the outcomes produced
by the two algorithms are comparable. When there are 12, 8, or 6 workstations,
problem 01’s maximum line efficiency is 96 %. The hybrid reactive grasp out-
performs the genetic algorithm in problem 01 when w = 5, which is the only
distinction. When the number of workstations and the cycle time are assumed
to be 2 and 11, respectively, in both methods, the highest line efficiency for
problem 02 is 100 %. The greatest line efficiency for problem 03 is 100 % in
three instances when the cycle time and the number of workstations are corre-
spondingly (2 and 21), (3 and 14), and (6 and 7). We can see that when the line
efficiency is 100% across all problems, there is no lost time since the overall
idle time, which represents the time when workstations are idle, is equal to 0.

As a result of the data, we can draw the conclusion that the suggested ge-
netic algorithm is just as effective as the hybrid reactive GRASP in resolving
the SALBP type E’s subproblem of the simple assembly line balancing prob-
lem type 2. For each issue, the optimal workstation assignments are shown
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Table 6.7: Obtained results for problem 1

Problem N-Workstations Best cycle time Idle time Line efficiency %
GA HRG GA HRG GA HRG

1 2 12 12 1 1 96 96
2 3 8 8 1 1 96 96
3 4 6 6 1 1 96 96
4 5 5 5 2 2 92 92
5 6 5 4 7 1 77 96

Table 6.8: Obtained results for problem 2

Problem N-Workstations Best cycle time Idle time Line efficiency %
GA HRG GA HRG GA HRG

1 2 17 17 1 1 97 97
2 3 11 11 0 0 100 100
3 4 9 9 3 3 92 92
4 5 7 7 2 2 94 94
5 6 6 6 3 3 92 92
6 7 5 5 2 2 94 94

Table 6.9: Obtained results for problem 3

Problem N-Workstations Best cycle time Idle time Line efficiency %
GA HRG GA HRG GA HRG

1 2 21 21 0 0 100 100
2 3 14 14 0 0 100 100
3 4 11 11 2 2 95 96
4 5 9 9 3 3 93 93
5 6 7 7 0 0 100 100
6 7 7 7 7 7 86 86
7 8 6 6 6 6 88 88
8 9 5 5 3 3 93 93
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Table 6.10: The best found solutions for all problems

Problem Best solutions/assignments
Genetic algorithm Hybrid reactive GRASP

01 w1:[1,3,6], w2:[4,2]
w3:[5,7,8], w4:[4,10]

w1:[3,6], w2:[2,5,1]
w3:[9,8], w4:[4,7,10]

02
w1:[2,6,1,5,7,3]
w2:[4,10,9]
w3:[8,13,11,12,14]

w1:[2,1,3,4]
w2:[6,5,9,11,7]
w3:[10,12,8,13,14]

03
w1[3,4,7], w2:[1,9,2,14]
w3:[6,12,5], w4:[8,10]
w5:[13,11,16,15], w6:[17,19,18,20]

w1:[3,4,7], w2:[1,2,9,6]
w3:[5,8], w4:[14,11,19]
w5:[13,18,10], w6:[12,16,15,17,20]

in table 6.10 for each solution. The best solution is determined based on the
following criteria: the solution with the highest line efficiency is chosen first,
and if multiple solutions have the same line efficiency (as in problem 03), the
solution with the lowest cycle time is chosen as the best option.

6.6 Conclusion

In this chapter, we presented our contribution in which The simple assembly
line balance issue type E is tackled. The goal is to optimize assembly line ef-
ficiency. The primary problem is divided into multiple small assembly line
balance problems of type 2 in order to discover the ideal combination of work-
station number and cycle duration that maximizes total line efficiency. To solve
each SALBP type 2, an accepted genetic method is presented. The suggested
GA’s performance is tested on three distinct problems, and the findings are
compared to those of the hybrid reactive GRASP. According to the obtained
findings, we concluded that the suggested genetic algorithm is efficient in ad-
dressing the basic assembly line balancing problem and can achieve the same
outcomes as the efficient Hybrid Reactive GRASP.
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Chapter 7

A Hybrid Approach for the
Mixed-Model Assembly Line
Balancing problem Type-II

7.1 Introduction

Manufacturers utilize mixed-model assembly lines to produce various ver-
sions of a single product in order to satisfy a variety of client needs without
changing the assembly line’s layout. Models are produced in mixed order, and
the cycle time can be used to calculate how long it takes to produce one model.
The mixed-model assembly line balancing problem type II (MiMALBP-II) is
a well-known problem that must be solved in the step of designing the new
assembly line in order to find a minimum average cycle time while taking into
account all models to be produced in the assembly line. Minimizing the cycle
time is a crucial issue by which the production rate of the mixed-model assem-
bly line can be maximized. In order to solve MiMALBP-II, we suggest a hybrid
approach in this study that combines the Ranked Positional Weight (RPW) and
Reactive Greedy Randomized Adaptive Search Procedure (Reactive GRASP)
heuristics. Three problems are used to evaluate the proposed method, and the
outcomes are compared to those of the standard GRASP.

This chapter is arranged as follows: initially, we explain the mixed-model
assembly line balance problem type 2. Following that, we will go through the
proposed hybrid reactive GRASP. The computational experiments are com-
pleted in the next section. The results are then discussed. Finally, we conclude
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the chapter.

7.2 Problem description and mathematical formu-

lation

7.2.1 Problem description

In order to create a straight assembly line, a definite number K of workstations
must be placed in a serial fashion. The goal is to determine the best cycle time
C for this setup. Various models M of the same product are put together in
this scenario in an interspersed order, and each model has its own precedence
relations diagram G. The execution priority of each task t is determined by the
precedence relations. The total number of tasks T that must be assigned to
a group of workstations can be determined by combining several precedence
relations diagrams into a single diagram. The workstation time (or cycle time)
cannot be exceeded by the total task times allocated to a given workstation.

7.2.2 Mathematical formulation

T Number of tasks
i Task i
C Cycle time
K Number of workstations
k Workstation k
ti Task time of task i
Pi The set of predecessors of task i
Xik ∈ 0, 1 1 if task i is assigned to workstation j, 0 otherwise

The mathematical formulation of the Simple Assembly Line Balancing
Problem, which is as follows, can be employed by integrating all precedence
diagrams into one diagram:

min C (7.1)
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Equation (1) defines the objective function (minimizing the cycle time) and
it is under the following constraints:

K

∑
k=1

Xi,k = 1 where i = 1, ..., T (7.2)

T

∑
i=1

ti · Xi,k ≤ c where k = 1, ..., K (7.3)

K

∑
k=1

j · Xh,k ≤
K

∑
k=1

k · Xi,k where h ∈ Pi (7.4)

Xi,k ∈ {0, 1} (7.5)

Task i will always be assigned to a single workstation according to con-
straint (7.2). Constraint (7.3) ensures that the cycle time will not be exceeded
by the total process times of all jobs assigned to the same workstation. The
respect for task hierarchy is ensured by constraint (7.4). The integrity of the
choice variables is finally constrained by constraint (7.5).

7.3 The proposed HYBRID REACTIVE GRASP

The Greedy Randomized Adaptive Search Procedure (GRASP), a multi-start
meta-heuristic, is built on the foundation of two main phases: the construction
phase and the local search phase. While the local search phase is used in the
second stage to improve the first solution, the construction phase is utilized to
create an initial solution that is not always the best one. The candidate list (CL),
which includes all candidates (in our instance, tasks), and the restricted candi-
date list (RCL) are both employed throughout the creation process. The fixed
value of the α ( where α ∈ [0, 1]) parameter and the costs of candidates in the
CL are used to calculate a threshold value that determines which items from
the CL should make up the RCL. Following that, one candidate is randomly
selected from the RCL to create the partial solution, and the chosen individual
is then removed from the candidate list [202].
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In order to approximate solutions to the time slot assignment problem,
Prais and Ribeiro [203] initially suggested the Reactive GRASP, an improve-
ment of the original GRASP. The reactive GRASP differs from the basic GRASP
in that it incorporates the idea of learning mechanisms during the construction
phase and, rather than using a fixed alpha value during each iteration, selects
at random an alpha value from a discrete set of possible values using selec-
tion probabilities. All selection probabilities have the same value in the initial
iteration. Pi = 1/m, where i = 1,...,m (m is the number of alpha values), and
the Reactive GRASP updates all selection probabilities based on prior results
using equation (6) [202] after each predetermined period.

Pi =
qi

∑m
j=1 qj

(7.6)

Where qi = Ẑ/A i (i=1,...,m), Ẑ is the incumbent answer and Ai is the aver-
age value of all solutions discovered using α = αi where i=1,...,m. If the values
of α = αi result in the best solutions on average, the value of qi is increased.
To develop the initial solution in our proposed Hybrid Reactive GRASP, we
use the Ranked Positional Weight (RPW) heuristic as a greedy function in the
construction phase. The CL contains all assignable jobs in the first iteration,
and the best tasks are chosen from the CL based on their positional weight
calculated by the RPW to generate the RCL. The threshold value must be
determined to decide which tasks from the CL can be selected to form the
RCL. In this stage, we incorporate certain changes to compute the threshold
value; instead of utilizing the positional weight, we use its inverse (1/posi-
tional weight), as shown in the equation below:

TCth = 1/Wmin + α(1/Wmax − 1/Wmin) (7.7)

Where Wmin and Wmax are the minimal and maximal positional weights,
respectively, of tasks that form the CL. The reason for using the inverse of the
positional weight is that the Reactive GRASP uses the threshold value to de-
termine which candidates can be selected from the CL to form the RCL in min-
imization problems, but in our case, we prioritize tasks having maximal posi-
tional weights, and using the inverse of the positional weight, we can maintain
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the concept of the value-based mechanism used by the GRASP [201]. After the
threshold value has been determined, all tasks with inverse positional weights
that are less than or equal to the threshold value are chosen to construct the
RCL. A task is selected at random from the RCL to create the partial solution.
A change must be made by removing the chosen task from the CL at the con-
clusion of the iteration. New jobs that can be assigned are also taken off the
list of tasks that must all be given to the CL. With this method, we combine
the notion of randomization employed by the Greedy Randomized Adaptive
Search Procedure with the concept of the greediness of the Ranked Positional
Weight (desire for tasks having the highest positional weight).

In order to identify a better solution, we employ the local search phase,
which uses the produced initial solution as a parameter. The final solution dis-
covered by the construction phase might not be the best one. To maintain the
viability of solutions, we use a neighbor search procedure in the local search
phase of the proposed Hybrid reactive GRASP to try to find a neighbor as-
signment starting from the initial assignment discovered by the construction
phase. A maximum search value that is supplied as a parameter to the local
search phase controls how the proposed neighbor search procedure searches
for a neighbor solution for a defined number of searches. The final result is the
neighbor solution that yields the best objective value. The solution with the
lowest objective value is kept as the incumbent solution by the Hybrid Reac-
tive GRASP, which compares the objective values of the returned solution and
the one that was previously held as the incumbent solution.

7.4 Computational experiments

On a computer with an Intel Core i3, 1.70 GHz, Python 3.7 was used to im-
plement both the proposed Hybrid Reactive GRASP and the standard GRASP.
The two algorithms are put to the test and compared using three different Mi-
MALBP problems.

7.4.1 Data sets and parameters

The first issue is taken from [215], the second issue is derived from [216],
and the third issue is taken from (https://assembly-line balancing.de/). Each
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problem’s features are shown in table 7.1; the parameters utilized in the Hy-
brid Reactive GRASP and the basic GRASP, respectively, to solve all issues, are
shown in tables 7.2 and 7.3.

Table 7.1: Problems characteristics

Problem Size Number of
tasks

Number of
models

Number of work-
stations

Problem1 Small 12 2 4
Problem2 Medium 20 3 5
Problem3 Large 25 4 6

Table 7.2: Used parameters in the Hybrid Reactive GRASP

Problem Iterations Max search Alpha values Update period

Problem1 2000 15 0, 0.5, 1 100
Problem2 2000 25 0, 0.6, 1 100
Problem3 2000 35 0, 0.4, 0.9 100

Table 7.3: Used parameters in the basic GRASP

Problem Iterations Max search Alpha values

Problem1 2000 15 0
Problem2 2000 25 0
Problem3 2000 35 0

7.4.2 Results and discussion

After applying the Hybrid Reactive GRASP and the standard GRASP to solve
problems 1, 2, and 3, respectively, the findings are summarized in tales 7.4,
7.6, and ??. According to Table 7.4, both algorithms discovered the same cycle
time for problem 1, however, the Hybrid Reactive GRASP found more solu-
tions than the classic GRASP did. According to table 7.6, the Hybrid Reactive
GRASP outperformed the basic GRASP in terms of cycle time and produced
more solutions for problem 2. Table ?? shows that the Hybrid Reactive GRASP
for problem 3 achieves the ideal cycle time. The Hybrid Reactive GRASP finds
671 solutions compared to the Basic GRASP’s 23 solutions. Finally, there isn’t
much of a difference in how long it takes for both algorithms to solve every
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problem. The Hybrid Reactive GRASP expands the search space and increases
the likelihood of discovering an optimal solution that cannot be discovered
with the standard GRASP, which is based on a fixed alpha value, leading to
the discovery of additional solutions.

Table 7.4: Obtained results for problem 1

Algorithm Execution
time (min)

Number of
solutions
found

Optimal cycle
time

Hybrid Reactive GRASP 9:21.623 362 14.1
Basic GRASP 7:74.325 33 14.1

Table 7.5: Obtained results for problem 2

Algorithm Execution
time (min)

Number of
solutions
found

Optimal cycle
time

Hybrid Reactive GRASP 16:20.682 671 1.5
Basic GRASP 14:50.059 47 1.6

Table 7.6: Obtained results for problem 3

Algorithm Execution
time (min)

Number of
solutions
found

Optimal cycle
time

Hybrid Reactive GRASP 40:01.294 671 7.7
Basic GRASP 35:23.3306 23 8

7.5 Conclusion

In this final contribution, a hybrid reactive GRASP is employed to tackle the
mixed-model assembly line balancing problem with the goal of lowering cy-
cle time to maximize the assembly line’s output rate. The ranking positional
weight heuristic was utilized as a greedy function in the building phase, and a
simple neighbor search strategy was applied to improve produced solutions in
the local search phase. The suggested hybrid reactive GRASP was compared
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to the basic reactive GRASP, and three distinct problems were chosen. The re-
sults revealed that the hybrid reactive GRASP outperformed the basic one in
tackling medium and big tasks.
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In conclusion, this thesis has delved into the intricacies of resource optimiza-
tion in complex assembly lines, with a primary focus on addressing the assem-
bly line balancing problem. Through extensive research, analysis, and the ap-
plication of various optimization techniques, we have explored the challenges
associated with achieving efficiency, productivity, and cost-effectiveness in these
manufacturing environments. The findings of this study have provided valu-
able insights into the methods and strategies that can be employed to optimize
assembly lines. We have demonstrated that a combination of mathematical
models, heuristics, and meta-heuristics can play a crucial role in achieving
a balance between workstations, reducing cycle times, and reducing energy
consumption, and other resources.

Summary of Our Contributions:

In this thesis, we explored the optimization difficulties of multiple re-
sources in various complicated assembly lines, with an emphasis on the as-
sembly line balancing problem and its various variations. We provided the
state of the art of the problem including its different classifications, and types.
Furthermore, We provided an overview of the various methods used in recent
years to solve the discovered ALBP versions.

The first contribution addresses the problem of energy-efficient robotic
mixed-model assembly line balancing. The primary goal of resolving this issue
is to reduce energy consumption in robotic assembly lines where each robot
has unique properties. We proposed a memory-based cuckoo search algorithm
(MBCSA) to solve this difficult problem.
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Our second contribution addressed the mixed-model assembly line bal-
ancing problem type 1, which aims to minimize the number of workstations
in the line. We proposed a hybrid reactive greedy randomized adaptive search
procedure (HRGRASP) to solve this problem. The HRGRASP is comprised
of four major steps: construction, local search, evaluation of obtained solu-
tions, and updating of selection probabilities. During the construction phase,
we used the shortest processing time heuristic to build a solution. In the local
search phase, obtained solutions are replaced by their best neighbors using a
simple neighborhood procedure. The proposed HRGRASP is tested on seven
problems and the results are compared to other methods.

In the third contribution, we proposed a hybridization of two meta-heuristics
(the genetic algorithm and the greedy randomized adaptive search procedure)
to solve the mixed-model assembly line balancing problem type 2, which aims
to optimize the line’s cycle time. The GRASP is used in this study to generate
a set of feasible solutions to the addressed problem. In the genetic algorithm,
the created set serves as the first population. We used ranked positional weight
(RPW) in the GRASP’s construction phase to create a solution, and a neighbor-
hood procedure was used in the local search phase to improve the solution.

In our fourth contribution, We addressed the simple assembly line bal-
ancing problem type E, which aims to optimize both the cycle time and the
number of workstations at the same time. As a solution to this problem, we
have proposed a genetic algorithm (GA)-based approach. To evaluate our ap-
proach, we generated three different problems, and each problem was solved
several times based on the problem data. The obtained results are compared
to the reactive greedy randomized adaptive search procedure’s results.

In the fifth contribution, we proposed a hybridization of the ranked po-
sitional weight (RPW) heuristic and the reactive greedy randomized adaptive
search procedure (RGRASP) to solve the mixed-model assembly line balancing
problem type 2. The RPW is used in the RGRASP construction phase to build
feasible solutions. We used a local search method to find better neighbor solu-
tions during the RGRASP’s local search phase. To put the proposed algorithm
to the test, three problems of varying sizes are generated.

Perspectives and Future Directions:



Chapter 8. Conclusions and Perspectives 121

Hybridization of Algorithms: The various approaches presented in this the-
sis, from memory-based cuckoo search to hybrid reactive greedy randomized
adaptive search procedures, have shown promising results in addressing as-
sembly line balancing problems. Future research can explore further hybridiza-
tion of these algorithms, combining the strengths of different techniques to
tackle even more complex and nuanced variations of assembly line balanc-
ing problems. The pursuit of novel algorithmic combinations may lead to im-
proved solutions and broader applicability.

Energy-Efficient Manufacturing: With a growing emphasis on sustainabil-
ity and energy efficiency, there is a need to delve deeper into the optimization
of energy consumption in robotic assembly lines. Future work can explore
additional factors that affect energy efficiency, such as dynamic workload ad-
justments, resource allocation, and smart scheduling. Developing methods to
integrate real-time data into the assembly line balancing process can contribute
to more sustainable manufacturing practices.

Data-Driven Approaches: The success of assembly line balancing is closely
tied to the quality and availability of data. Future research can focus on data-
driven approaches, including machine learning and predictive analytics, to op-
timize the decision-making process. By integrating data from various sources,
such as sensor networks and historical performance records, assembly line
managers can make more informed decisions for resource allocation and pro-
duction planning.

Dynamic and Real-Time Balancing: Assembly lines are often subjected to dy-
namic changes, such as product variations, machine failures, and unexpected
resource constraints. Future work should explore adaptive assembly line bal-
ancing algorithms capable of dynamically adjusting to these changes in real-
time. These algorithms could make use of predictive maintenance and IoT
technologies to minimize disruptions and enhance overall efficiency.

Benchmark Datasets and Evaluation Metrics: The standardization of bench-
mark datasets and evaluation metrics is crucial for comparing different assem-
bly line balancing algorithms. Future research can focus on the development of
comprehensive benchmark datasets that reflect real-world scenarios, enabling
more rigorous comparisons and fostering healthy competition in the field.
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Human-Robot Collaboration: As robotic technologies continue to advance,
there is potential for greater collaboration between humans and robots on as-
sembly lines. Future work can explore how human-robot teams can be effi-
ciently integrated, addressing not only the allocation of tasks but also the dy-
namics of collaboration and coordination. The development of algorithms for
optimizing human-robot assembly lines could lead to enhanced productivity
and worker satisfaction.

In conclusion, the research presented in this thesis provides a solid foun-
dation for addressing the optimization of resources in complex assembly lines.
However, the field is dynamic and evolving, and there are numerous avenues
for further exploration. By continuing to push the boundaries of algorithmic
innovation, embracing data-driven approaches, and adapting to the changing
landscape of manufacturing, researchers can contribute to the advancement of
efficient and sustainable assembly line operations across various industries.
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